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SECTiUN 1

INTROCUCTION

The purpose of the Acvanceu Computer lmage Generation (CIG)
Visual/Sensor Simulation (AVSS) study contract was to investigate,
cevelop, ano evaluate various CIG techniques to overcome the :
guasltative ana quantitative limitations of current CIG images
procucea by euge-basea systems. The stucy was to concluge with an
integration of tnese techniques into a system concept. This final
report for the stuay phase of tne contract discusses the
investigation, aeveigpment, and evaluation which leg to the system
concepe.

Tnis program .s envisionea as part of a total system cevelopment where
the next pnase woula consist of a software simulation/valication
fulriowea vy a fabrication ang testing of prototype haroware. The
fincings of the report, nowever, are agirectly applicable to many
simulators ang coula be incorporatea into other simulation systems.
Empnasis on low-ievel fliylng ana the need to incorporate tracking for
target aetection, recognition, anc igentification give rise to new
requirements for reailsm in these simulations. Hue anc saturation are
important i1n long-range views. At megium and short ranges, texture
gragients provioce the aepth cues neegea for realistic simulation.

This has peen the primary basis for the system concept chosen for the
stugy.

The criteria used in choosing the techniques have been the
requirements for:

o] Capability to provide more realism than current techniques
0 Potential for greater efficiency than current techniques
0 Compatibility with other techniques from a system point of
view _ t
ol Reasonable architecture for using today's technology |
0 Possibilities for reauction in cost using tomorrow's |
technology i
The major areas of concern in CIG for visual/sensor simulation are:
0 Surface representation
Texture representation §

Intensity computation
Image generation
Embeauea opjects

0O O O o




Tric metriou useu for perspective views of a surface is tnat of using
L.CUDLC SUbLUL1V1S1ON OTiglnally Proposec Ly catmull (1574). CLatmull's
METMOU 1S & TasSt recuisive subaivision of a3 patcn intc sSMaii8r anc
smalieI SUUPATtCnES wntll eacn suopatch is small enougn to LE

uispiayea; that is, pixel size.

The texture representation in this stuay is pasec on fractals whicn
ale especlalily sultable for training in iow-level flight ana for
air~-to-surface missions. The implementation of fractal texturing
aliows computing the surface to arbitrary levels of cetail without
increasing the cata base. Therefore, the simulation woula result in a
continuous change of cetail ang texture gensity for all flight paths.

Tne intensity calculation is basea on color--hue, saturation, ana
value (HSV)--for the visible. The hue, saturation, anc value are
convertea to rea, green, ana plue (RGB) for aisplay purposes. For low
iight level TV (LLLTV) ana forwarg-looking infrarea (FLIR) black ana
wnite will be used (same as in the actual sensor). There are many
more sensor requirements, however, when simulating. The parameters
which affect the value or intensity in the display must be determined
prior to the actual simulation.

The image generation is based on a z-ouffer concept. Those surfaces
wnich are closer occluce all other surfaces. This 1s a simple
solution to the hiacen surface problem. Computing requirements
increase linearly with scene complexity. Also, aifferent atmospheric
effects are possible since the aistance to each pixel is known.
Moving targets ana abjects within the scene can be generatea
simultaneously in this approach.

This report covers these aspects of the technical effort of the study
phase for AVSS. The system concept (Section 2) is presentea first,
followed by the detailea investigation (Section 3). Some
implementation consicerations are aiscussea in Section 4. The
conclusion (Section 5) preceges a list of references usec in the
wnvestigation for this report. Appenaoixes A through E are inclugea to
provide aacitional getail about some of the concepts investigateag.




SELTION « ;
SYSTeM CONCEPT
The general system concept is presentea in this section. In Section

», more qetail is given where appropriate to complete the system
cuncept.

Tne system concept cevelopea for AVSS is shown in Figure 1. The
system consists of ooth off-line (computer-generatec) preparation anc
on-line or real-time generation. Tne off-line preparation consists of
obtaining mission inputs from the Defense Mapping Agency (DMA) cata
base as well as acoitional mission information such as time of gay and
sensor. Once this information is obtaineq, the appropriate files are
mergec into one large file for further processing. Texture labels are
generatea for each of the terrain squares. Note that the texture
labels anag register squares are mission-ingependent, ana can be
generated any time prior to the mission. Next shadows are generated
ang storea on the aisc arives. Finally, cultural features such as
houses, bridges, and roags are adaea.

The on-l1ne generation consists of determining the initial starting
point and loaaing the fast fielg-of-view (FOV) memory. Once this is
uone, only new FOV information must be transmitted between the on-line
storage ang the fast FOV memory. A perspective transformation then
transforms the cata from object space to image space. This requires a
test of the patch size to see whether it is also pixel size. If it is
not, it is subaivideo until it is equal to a pixel size.

Subdivision involves more than just subdividing surface polygons down
to pixel size. The fractal information being used for intensity
calculation must be subdivided and the surface normals for each
subpatch must also be calculated.

Intensity calculation must now be done for every pixel within the
whole screen. However, some pixels may be overridden because they are
hidden; it is this occultation that is of concern. As each pixel's
intensity is calculated, the z-buffer information (the distance
information) is checked to see whether it is closer to the pilot than
what is already contained within the memory. If the z-buffer
information is closer to the pilot's position, it will overlay the
memory data. Once the intensity is calculated an anti-alias procedure
removes the jagged edges in the scene. Once anti-aliased, the data is
dumped into a frame buffer and displayed. There should be two frame
buffers so that one can be filled during the time that the second is
being displayed.

A 1024 x 1024 display and a 60-Hz refresh rate are ambitious
assumptions; each of the blocks just discussed will be examined in
more detail. -

11
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The following mission information is assumed to be typical of the type
to oe ziven:

Q0 Sensor type: visual, infrared (IR), or LLLTV

0 All the weather conditions for the duration of the entire
flignt. (Assuming ore constant set of weather conditions.)

0 The sun or the moon position. (For the entire duration of
the mission the sun and moon position are considered
constant.)

Albedos (reflectivities) and emissivity information
Special effects
Additional cultural objects

Fractal look-up tables (LUTs) to be designated for texture,
texture borders, ang shadow borders.

0 The approximate flight path which gives us the required
inputs for the OMA data base size and location.

O O O O

The first job is to select the appropriate DMA data files, which
consist of terrain elevations as well as cultural data. These data
are then merged so that all the elevations are in one file and the
cultural data are coordinated with that same file. This particular
operation of reading the tapes could require several hours because up ‘
to 10 tapes may have to be searched to obtain all the required data

for an assumed 800 km x 48 km flight path area. These elevation and

cultural data require about 10 megabytes (Mbyte) for storage. *

The next procedure assigns the textures in the surface material
categories to the DMA data base and then locates the particular
elevations in that texture area. The first step is to construct a
chain code and then to locate and designate the texture labels.

The register square process computes the register square values for
each patch corner. To do this, 16 elevations are placed in a 4 x 4
matrix to get the register square values. The method used is a
bicubic spline which allows for no discontinuity between patches. The
time required for this particular operation is about four hours for
the entire mission data base.

Next, shadows are assigned so that each terrain square has a shadow
label. The procedure is first to determine the pixel dimensions that
are contingent on the terrain elevation, then to determine the sun
space FOV, and finally to determine the z values of the distance
information. Now those areas that are shaded can be determined and
labeled. This is similar to the register square process and will take
approximately 13 hours.




Finally, the culturai features cesirea for a particular mission are
augea. These features incluce houses, trees, roaus, railroacs,
factories, lignts, moving opjects, etc.

After all these off-iine operations, the result is the mission cata
case. It 1is a collection of all the regional gata blocks (or patches)
containeo 1n tne mission gata base. The regional uata blocks contain
register squares aefining the bicubic elevations, a pointer to a list
of the unique features which apply to the patch, a pointer for the
synthetic texture, a gefinmation ana list of objects, anao a surface
normal. The cata blocks shoula be organizeo as a quad tree to
facilitate finaing the patches for a given frame.

Tne next step involves the real-time system requirements for AVSS.
Initially, some information about the starting location of the
aircraft must oe assumeq, ang thesc oata must be transferrea from the
on-ilne storage to the fast FOV memory. As the FOV changes, only the
resulting new cata must be transferred from the cn-line storage to the
fast FOV memory. The ocata storage for the fast FOV memory is expectea
to ve apout 12 Mbytes for a full 360° FOV. This is based on having
approximately 268 bats for eacn patch, consisting of the vector
normal, xy location, size, texture, shacow, ana register square data.

The next three vlocks--transformation, test, and subgivice--are
generally treatec as one unit. A patch is put into the perspective
transformation ana transferrea from object space to image space. The
patch is then tested to see whether it is of pixel size. If not, it
must be subdivigea in object space and unoergo another perspective
transformation into image space, ana then be testea again. This
procegure involves a large number of perspective transformations per
frame. Later sections will dgescribe the number of perspective
transformations ang how the perspective ana subdivision processes are
performea. As discussed previously, subdivision consists of three
parts: bicubic, fractal, and vector normal.

At tne eng of subaivision, approximately five million patches will
require an intensity calculation. Each must have vector normalization
anag must be transformed from HSV into the RGB space of the oisplay.
Only those polygons which are not higoen will go through the
anti-aliasing; hence, the occultation is really a test to getemmine
which parts are hidaen. The purpose of anti-aliasing is to eliminate
aliasiny artifacts caused by improper sampling. Our procecure is to
have a five-point average pixel that uses three points per frame.

This requires three times the number of pixels in the frame operations.

The frame buffer ano aisplay can be consicered as a unit., The frame
ouffer feeus the aisplay; however, it gets the gata from the rest of
the haraware. Two buffers are useo so that one can be inputting data
at the same time that the other is aisplaying. The initial concept
involves 22 Mbytes of high-speea frame buffer memory, for both

14




intensity and z-buffer information. How this might be eliminated
later is aiscussed in succeeding sections. The intensity buffer can
be preset to a given condition at the start of each frame. When the
gesignateo mission area has been ventured outside of during
simulation, this preset condition will then occur.




SECLTION >
LETAILED INVESTIGATION

This section of the report presents a detailed investigation of the
AVSS techniques. Included is a discussion of some alternatives
considered, but most of the section focuses on the preferred approach.

3.1 OPERATLONAL REWUIREMENTS
Eight areas are to be consicerea under the category of operational
requirements:
1. Upcate rate
Transport gelay
Perspective
Viewpoint maneuverability
Fiela of view
Resolution

N O RN

Image mapping
8. Occultation

3.1.1 Upoate Rate

In this study of the AVSS system, the update rate has been a fixed

parameter which determines the complexity of the system before the

frame buffer. The update has been chosen to be 1/60 second per

grame; a frame is defined as 1024 pixels per line and 1024 lines per
rame.

Even though a 1/30-second frame rate is acceptabie for normal
television viceo, some aliasing artifacts can still be seen, for
example, a wheel turning backwards on a stagecoach. Note that neither
more sampies per line, nor an increase in frame rate, necessarily
eliminate this phenomenon. Increasing the frame rate simply reauces
temporal aliasing artifacts. In general, the upcate rate is
sufficient to ailow the viewer to perceive continuous motion ana to
interact with the simulateg envirconment.

3.1.2 Transport Delay

Transport acelay is gefined as the interval from the time the aircraft
state 1s calculated to the completion of the image computea for that
state. The transport ogelay 1s the sum of several delays through the
system:

5= Trransrorm * T1esT * Tsue * TINT * Taa * Tra

16
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Narenara;
then

usea,

5 ana 6);

where
Tp
TTRANSF ORM
TresT
Tsug
TINT

Tan
Trg

transport delay

delay through the perspective transformation
delay through the test before subdivision
delay through the patch subdivision

delay through the intensity calculation and
z-pbuffer test

delay through the anti-aliasing
delay through the frame buffer

Tne approach taken here to estimate the delay was to assume fully
parallel computation ana to use pipeline architecture iceas for the
indivigual clocks shown in the system concept. The throughput is
ceterminec by the lowest-speec cevice in the pipeline and should not
be confused with the transport delay caiculations. Each of the P
following estimates is basea on these assumptions.

The first portion of the transport deiay involves the time required to g
ao the perspective transform from obj:ic space to image space. This

projection requires five stages, s shown in Figure 2. (Note: Many |
of the figures anc aiscussions are basea sn Solana, Voth, and i
1981). If 200 nanoseconds (nsec) per stage is assumed,

TTRANSFORM = 1.0 microseconds (usec)

The gelay through the test consists of a box griopoint test, which
uetermines whether the patch should be further subdivided or passea
through to the intensity calculation. A box approximation test is
the implementation is shown in Figures 3 ana 4. There are a
total of eight stages at <00 nsec per stage, therefore,

; ;
It shoula be noted that the 200 nsec is really a clock time determinea i
by the slowest element in the pipeline; in this case, the multiply. |
it may not be necessary to use 200 nsec for all stages.

TTesT = 1.6 psec

The subaivision process involves a total delay of four stages (Figures
the letters shown in the figures refer to the values in the
register squares before ana after subdivision. There is, however, a
potential bottleneck at this location. When the subaivision occurs,
four new sets of register square values are created. Unless one has a
means of immediately continuing with four parallel channels, the data
must ve storea as shown in Figure 7. The delay through the memory
must be inclucea in the transport celay. Figure 8 presents a possible
parallel structure for the total process of perspective
transformation, testing, and subcivision.

17 )
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SUBOIVIDE PATCH (PART I}

NOTE: SUBSCRIPT IDENTIFIES ONE
OF FOUR NEW REGISTER
SQUARE VALUES iN ONE
OF NINE NEW REGISTER
SQUARES. DENOTED BY CIRCLED
NUMBER

Figure 5. Subdivice pipeiine, Part 1.
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SUBDIVIDE PATCH (PART 2)
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Figure 6. Subaivige pipeline, Part 2.
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Figure 7. Subaivision process involving memcry.
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Figuie &. Peispective transformation involving ioop process.
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At the enu of each test, cata wlli elther 3o to the intensity
CalCulation Or Iequile tuither suodivision. Tihe number of subalvision
1S shown to Ce about 1.7 x .0° in Appenaix E, with the total numper

of patcres to ve foul times this, Or o.8 x 10°. For the worst case

1T 1S assumeg that all tnis woula have to be storec in the memory
channels. Tnen the memory reguirec for the cnannels snown 1s:

6.8 x 10°/64 = 106K/cnannel

Again assuming zUO nsec for the uelay or clock cycle, the resulit is
0.Usl seconus of celay, or «L milliiseconas (msec).

iNote nere that numper of channels of the perspective transformation,
test, anhg subalvision are each 85 cnanneis. 1n Section 4,
umpicmentation CLonsigerations, it 1s estimatec that approximately 80
Channeis are requireu to compiete the entire process in 1/60 sec.

in trls approacn, transpcrt aelay in memory has been sacrificea for
narcware. it 1s possiple, for instance, to have 256 stages cf
auaitional perspective transform ana test. The acelay woulg go from
milllseconus to microseconas.

From the above aiscussions:

TFiFy = <1 msec
anag

Tproe = 0.0008 msec (which is neglible)
giving

Tqug = 21.0008 msec

Note 1n Figure 8 that the output of the First In-First Out (FIFQ)
stack or memory 1s going to several of the perspective
transformations. If no cata are going into the perspective
transformation at that stage, then that stage and testing can be taken
agvantage of. The analysis above has not considered this
specifically. Also, the ramifications of all this feeaback must be
taken into account in the controlling. It may be that the memory
couia pe allocateo s¢ that the transport celay could be recucea
further with no increase in memory but with more control circuitry.

Tne intensity calculation has an estimated 22 stages. This is the
estimatea complexity for tne egquations given in the tonal computation
section. Tne implementation block aciagram is shown in Figure 9.
Assuming 200 nsec per stage, then:

TINT = 4.4 usec
Tne anti-aliasing uelay comes from four stages of multiply, two aadags,
anu switch between frames. Hence:

Taa = 0.8 usec
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Tne system concept approacnh involves switcning cetweern two buffers.
wnli€ One frame 1s pelng calculatea, the Seconc 1s oeing Glsplayed.

The maximum uelay is one frame time, Or
TFD = lo.6bo7 mSeC

Tne total ogelay time 1s

TrrRaNsPorT = 0.C01 + 0.001e + 21.0008 + 0.0044 + C.00C8 + 16.6667
= 37.6753 msec

One 1tem not 1ncluaeG in the above transport gelay 1s the time to get
Gata Trom the gisc storage to the fast FOV memory. If a 36CO fast

FOUV memory 1s assumed, then the only gata to be accec to the gata base
are those cata corresponoing to the gistance trave.ec in level

fiignt. It is shown in subsection 3.1.4 that 10 patches neea to be
transferrec to nign-speeu memcry. These 10 patches are at the extreme
viewlng clstance so that when the new patches actually appear, they
will not pe noticeable. Tne primary concern is tne seek, latency, anag
transmit time of the dgisc; that is:

Tpisc = TSEek *+ TLATENCY + TTRANSMIT

For a typical mass storage unit, the seek time is 30 msec (average),
the latency time is 8.33 msec (average), ana for 10 patches at 1.5
Mbyte transfer rate, the transmit time is 0.3 msec, which gives:

Tpisc = 38.63 msec (average)

when this is aoged to the previous time, the total transport time is:

TTRANSPORT = 76 msec

This time can be consicerably decreased by getting patches only every
tentn frame, which reduces the average aisc transport celay to aocout
4 msec per frame.

3.1.3 Perspective

In orger to preserve perspective valigity in the displayed imagery,
only two kinas of transformations have been consicered: one to a flat
screen, the other to a spherically curvea screen. For reasons
aiscussec 1n subsectiun 3.1.7, the flat screen transformation was
chosen.

Physically, the perspective transformation involves three coordinate
systems (Figure 10): 1) the worlc coorcinate system, in which all
off-line ana on-line terrain and cultural features are initially
locateu, z) the eye cooruginate system, a rectangular orthogonal
system with its origin at the pilots' eye; and 3) the screen
cooruinate systems, representing the location of a real screen or
winoow (see Newman ano Sproull, 1979, for details).
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Tne purpose of the transformation is to take many ingiviaual
three-gamensional points 1n worla cooroinates ana transform them to
screen cooruinates or, equivalently, screen space. The esye coorainate
system serves &s an intemegqlaly Detween worlo ana screen space. The
entire transformation of an arbitrary point from worlu eye to screen

space 1S symbolicaily

ka’YW’ZW) (XEyYe’ze) (XS’YS’ZS)

Thus, two transformations are involved.

The first, from woric to eye coorainates, involves a 4 x 4 matrix
multiply

e Ye Zg 1) = (X, Yy 4y L)V

wnere V 1s a 4 x 4 matrix concatenatec from five comporent matrixes:
V=V].Vy. V3.V, Vg

The five component matrixes are
1. Translation matrix:

1 0 0 0
Vi = C 1 o 0
0 c g 1
"tx -ty -t Z l
2. Right-hancea to left-hanceq matrix:
-1 0 0 0
Vg = 0 0 -1 0
0 1 0 0
0 0 0 1
3. Rotate by © arouna yeg axis:
cos © 0 sin © 0
Vg = 1] 1 0 0
-sin® O cos © 0
0 0 0 1
4. Rotate by ¢ arouno xg axis:
1 0 0 0
Vg4 = 0 cos ¢ -sin ¢ )
0 sin ¢ cos ¢ 0
9] 0 0 1
5. Rotate by ¢ around zg axis:
cos ¥ -sin ¥ G O
Vg = sin y cos ¥ g0 O
0 0 1 0
o 0 0o 1
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Anyles are measurea clockwlse when iooking along the rotation axis
towaru tne origin., The muitiplication of the V matrixes gives the
AlJ values presentea i1n Figure 2.

Foilowing the convention of many computer grapnics people, the eye
system 1s left-hancea, Xg to the right, zg into the screen, Yg

up. Because thne woria system is right-hancea, the matrix Vo is
empioyea to change from rignt to left. Of course, this convention may
oe 1gnorea anc Vz excludes at the convenience of the training system
gesigner.

The eye coordinate system has its origin at ty, ty, te in the

worlu system. The eye axes are rotatea through t%ree angles: 6,

¢, U, (yaw, pitch, ana roil, respectively). Measuring angles as
snown 1n Figure 10 with world ano eye axes initially alignes, O,

¢, ¥ are respectively the rotation angles aocut the Yg, Xg,

Lo axes. Note that these rotations must occur in the orger given to
make sense; that is, the rotation matrixes go not commute.

This viewpoint transformation aliows presentation of the proper scene
for any viewpoint within the aefinea cata base. The viewpoint can be
from any altituoe, incluaing on the surface. The attituge (roll,
pitch, ano yaw) is not restrictea. The sine and cosine terms must be
calculatea, however. This calculation is agone once per frame; that
is, it will not change auring the frame time.

Tne seconu part of tne perspective transformation (Xg Ye Zg)—8»
(Xg Yg Zg) 1s given oy

Ys = SZ, Ysy * Vey

ana Zg may pe either .
S((z,/0) - 1)
Z = -
s (1 - 0/F) (52,/0)

or ZS =Ze

X5 armg Yg are orthogonal screen coorainates, D is the screen
center-eye gistance ano S is half the screen size in the same units as
0. (The screen is assumeg square.)

The four V variables are windowing parameters. The winaow (screen) is
2Vgx units wige ang zVgy units high ano 1in the same units; the
screen center is at ‘chrvcy)-

Depth (Zg) is requireu for occultation only. The simplest form for
ig 1s Zg = 2. This form is quick because it avoios extra
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computation; nowever, a large numcer of bits may be recuirea for its
perceptua.ly acequate application in occultation tests. The other
form for ¢g 1s computationally expensive cut ailows for finer cepth
iesolution nearby ano coarser resolution in the aistance, so that
fewer Lits are requireo for the specification of Zg. In this form,
"Fro1s the maximum cepth allowed in the system., Note that as F
approaches y Lg = 1 - D/Zg, cemonstrating the relationship

uetween resolution ana aistance more clearly. The fom Zg = Zg
snoula be uses for real-time application.

The Lenefit from this portion of the perspective transformation is
that the scene will be aisplayea as if seen or sensea from an actual
aircraft at an icgentical position and orientation. The major concern
1s the aivision by the object aistance. This can be time-consuming
uniess one uses a fast multiply chip and a reciprocal for the number.
Fast aiviae chips are expected to be available soon.

35.1.3.1 Operations--The perspective transformation of a patch is
accomplished by transforming all four patch vertexes in parallel.
Since one subdivision proauces four patches, the total number of
perspective transformations per frame time equals four times the
number of subdivisions per frame time. Solang, Voth, and Narendra
(1y8l) estimate that, on the average, rough terrain requires 1.7 x
10® subcivisions per frame. Consequently, 6.8 x 106 perspective
transformations/frame are expectea on the average. Each vertex
transformation requires nine multiplies, six aads, and two aiviaes.
Tne multiplication and agivide operations can be implementea in
parallel, as shown in Figure 2. Also the aaas are both in series ano

~

1n parallel, as shown in Figure Zz.

3.1.4 Viewpoint Maneuverability

A viewpoint may be defined by six variables: three for spatial
position ana three for orientation. %Yhe Honeywell algorithm allows
any value for all of these variables and so accommocates all possible
viewpoints. The speed with which a viewpoint may change is limited by
the access time of obtaining new patch information. There are
essentially three types of movement which require new patches:

1. Roll--longitudinal axis of aircraft constant
<. Movement in space--orientation constant
3. Pitech ana yaw--change in orientation

For horizontal movement in space, a small circular crescent-shapea
area must be obtained each frame time. The area is given by:

A =hR

where
h = aistance flown norizontally (worst case)
R = raoius to the horizon
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with a velocity of 50C mph or 2zz3.5 m/sec, h = >.7z5m ana R = 24 km
gives A = 90,000 m¢ = 10 patcnes * 568 pits/frame time.

The angular veiccity of roil 1s proportional to flight speea. Unaer
extreme congitions, a pilot may perform a 3600 roll in 1 sec. This
is equivalent to 66 in one frame time. The front winocow FOV wiil
not change much with a roil, but siue wingow FOVs will change
consiceranly. For a 609 x 60% sige FOv, a 6° change is the same

as L/10 of the FOV. Wwith the sige view inclusive of all patches out
to tne norizon within a 60° sweep, changing the screen FOV by 1/10
#1ll at worst introduce a few nearby patches ouring horizontai
fiight. For a vertical flight path, a roll will require upcating 1/10
x 40,000 patches each frame time, which we regarc as the worst-case
roll:

Worst case Roll = 4000 patches x 368 pits/frame time

when the pilot changes the aircraft airection, he is limitea by the
inertial forces on nimself ana the aircraft. We shall assume a
maximum acceleration cf & g's. A constant change in direction at
constant speed results in a circular path with a centripetal
acceleration of:

V2
1] -
9g's = R
where
v = forwaroc aircraft speed

R = ragius of aircraft circular path

with v = 223.5 m/sec, and lg = 10 m/sec?, R = 555m. The circle
circumference = Z2nR = 3487m.

In 1/80 sec, the aircraft travels o = vt = 223.5/60 = 3.725m ana the
chanye in the aircraft heaoing "A" is given by:

A _ 3.725
>6Q0 ~ 3487
Turning by 0.389 requires upaating 253 patches x 368 bits each/frame
time. Tnus the transfer rate of each case 1is:
L. 4«7 Kbytes/sec
<. 11 Moytes/sec
3. 0.7 Mbytes/sec

The second ana third cases have assumed a transfer rate from disc to
hign-speea memory necessitated because the high-speec memory only covers
the FOV of 60°. If the high-speed memory is increaseg to hold all

360° out to 24 km, cases 2 and 3 are no problem, ana case 1 becomes the
limiting transfer rate. To avoia incoherent imagery during rolls, the
larger high-speea memory is consigereo to be the superior option.

; A = 0.380
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3.1.5 Fielu of View

The concept ceveloped 1n tnis study can generate valia images inaepencent
of the FUV ana can simultaneously compute images for multiple image
planes. The stanoara FUV for this report is 60°; however, any FOV

from 0° to 180° may theoretically be employed for each image plane.

The complexity of this system increases with the FOV; that is, 1800
requires approximately three times the haraware of 600.

There are two parts to the solution for selecting the FOV. The first
part requires traversing a gata structure calleo a quac tree. The guad
tree, at its highest level, diviages the gata base into quarters. At the
next ieveli uown the tree, each quarter is itself subgivigeo into
guarters. This subagivision continues until the smallest resolution in
the aata pase is reau. This is the level at which the subagivision
uimensions match the sample interval oetween elevaticns in the worlo oata
base. The areas of acata corresponding to the smallest aata base
resolution are called patches.

The first part of the FOV selection requires collecting all patches
containea in the FOV. This is aone by projecting levels of the quaa tree
to the oisplay coorainates. If a subgivision lies entirely outsice the
viewlng winagow, that subadivision and all those lower than it can be
prureu from the tree. Patches partially in the FOV shoula be subdivigeag
py the methoou describea in subsection 3.2.3 and then those subpatches
shoula be tested for inclusion.

After all patches wholly or partially containec in the FQV have been
locatea, the parts of polygonal objects outsicde the field need to be
clippea out. That is, some objects may be partially in the FOV. So as
not to waste time processing points that are not to be cisplayea, these
ogjects are clipped at the borders of the FOV.

3.1.6 Resolution

A 60° FOV on a screen of aimensions 1024 x 1024 pixels is assumed.

This is one-sixth of the data we have stored in the fast FOV memory. For
the vast majority of cases, this is sufficient for sharp, clear imagery.
A further increase in apparent resolution is obtained by the
anti-aliasing methou. Leler (1980) describes this perceptual effect in
some getail. The image generation system has been cesigned to meet
visual resolution standards ana is more than adequate for the less
resolute 1R anag LLLTV sensor simulations.

5.1.7 Image Mapping

This subsection aiscusses the applicability of a spherical display
surface aesignes to achieve a constant resclution over the entire
aisplay. Comparea to a flat aisplay surface, a spherical surface can
ostensibly reauce the system cost by requiring fewer total pixels.




Consicer the three coorainate systems illustratec in Figure 11;
\Xy,Yy,Zy) are the stationary worlc coorcinates, (X,Y,Z) are

"parallel" coordinates with axes always parallel to worla coordinates ana
with origin at tne pilot's eye, and (Xg,Ye,Ze¢) are orthogonal

coorainates with the same origin, but with axes orientea so that Z
pierces the screen center ana Xg ana Y, are, respectively, parallef

to tne vertical and horizontai screen borders. The eye coordinates and
screen are detaileo in Figure lz. Note that screen cooraginates are given
Dy the two angles © ana 4.

Given a point (P) in world coordinates, its parallel coordinates are
X.—.XW-OX Y=Yw-0y Z:ZW—OZ
wnere Oy, Oy, Oz = origin in world coordinates.

In eye coorainates, (P) is given by

Xe = \Xg, X)X + (Xg,Y)Y + (Xg,2)Z
Yo = (Y, XOX + (Yg,V)Y + (Yg,2)Z
Zg = (Zg, X)X + (Zg, V)Y + (Zg,2)Z

where (Xg,X) = cosine of the angle between the Xq ano X axes,
(Xg,Y) = etc. Note that these direction cosines are constants over

tne entire frame, indepenaent of the value of P, ana are recomputed
each frame time.

Ly z
‘ L]

® 7
e

1
_L/

Figure 11. Image mapping coordinate systems.
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POINT (6, ¢) ON
SCREEN

Figure 12. Spherical screen coorainates.

Finally, the screen coordinates (6,4) are given by:

(Y2 +2 2)1/2
e e -1 e
& = tan —_—

X Y

e e

Screen aepth can be approximated by Zg; no radius is necessary.

0 = tan -1

To avoig excessive computation time, both the arc-tangent and the
square root shoulc be determinmed by table look-up and linear
interpolation. Unfortunately, the square root must be taken over a
wlge range, making linear interpolation inaccurate. If the
square-root term is siightly inaccurate, then the arc-tangent will
only exacerbate the problem. Since the (0,¢) cooroinates must be
guite accurately cetermined (within 1/5 pixel x 1024 pixels), the flat
screen perspective transformation should be used instead.

3.1.8 Qccultation

In the AVSS system proposea here, the resolution of priority conflicts
1s gone by using a depth or aistanmce buffer, or a z-buffer. This is
aone so features nearer the viewpoint properly occlude features
farther away. A frame buffer holas the intensities of display points
as they are generatea. The depth buffer stores the distances of these
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same POLNLS anc resolves priority conflicts oy keeping votn the
iNtensily ana gistance of oniy tne nearest polnt wnen conflicts
occur. A conflict occurs when two terrain patcnes or otjects project
to the same position in tne screen space. See Appencix A for a
giscussion of other occultation technigues.

Tne gepth or uistance useg in the conflict resolution will be zg
rather tne zg. Briefly, zg 1s the oistance of a point from the

Jouserver's eye ano zg is a point's cepth in the screen coorainate
system. Using zg for comparison, the values can occur in a droag
range. Using zg, the values are normalizea petween zerc anad one.

Tnis approach is somewnat high-speea memory intensive. Items that
must oe consioerea here invoive che amount of memory requireg ang the
memory Layout.

Tne memory requirements are two frame puffers for intensity plus one
frame puffer for the z-burfer. The calculation for tnis 1is:

L. Frame Buffer Memory -
2 * 5 colors 8 bits/color * 1024 * 1024 * 3 (anti-alias) = 19

x 106 pytes

Z. z-buffer .
1024 x 1024 * 24 bits (range) * 3 (anti-alias) T 10 x 10°
bytes

The total is 29 Mbytes of high-speed memory.

At this point, the system might time out unless some novel techniques
can ue usea to get the gata. For instance, on a low flight
simulation, a large number of z-buffer tests will be mace. More areas
can be occludea as one gets closer to the ground with this simulator.
The number of perspective transforms remains roughly constant.

For reacout, the intensity memory can be a well-established bit plane
structure using dynamic Ranaom Access Memories (RAMs). During the
intensity calculation, a buffer might be needec between the intensity
caiculation ang frame buffer. For example, the screen space coula be
oivigeg into vertical segments, each 16 or 3z pixels wice. Then the
puffer mentionea would be approximately 300 kilobytes (Kbytes) of
nigh-speea static RAM (see Figure 13).

A penefit of the z-buffer approach is that when the frame is
oisplayeg, the aistance to each pixel is available for intensity
modgification cue to haze, fog, or cther atmospheric attenuation.
Furthermore, no sorting is required (as in scan line algorithms), no
ambiguities occur, and the constraint on resolution is the z-buffer
size rather than the quickness of a sort in z.
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Figure 13. Frame buffer implementation.

3.2 IMAGERY CHARACTERISTICS

Tne most important area to be coverea in the AVSS approach is imagery
characteristics. The system aeveloped as part of this stuay has the
capabiiity to produce imagery of much higher quality than that
availaole with conventional eoge-based systems. The general
requirements are in regard to

l. Tonal computation

2. Texture

3. Terrain ana hydrographic features
4, Cultural/feaiures

5. Shaaow

6. Special capabilities/considerations

3.2.1 Tonal Computation

In the AVSS concept, it is gesired to generate imagery in the visual
sense but also imagery from IR ana LLLTV from the same oata base.
Each of these systems is considerea in the following order: FLIR,
LLLTV, ano visual. Tne primary aifference among the three systems is




tne tonal Gifference in glack-to-wnile intensity or coicr aue to the
specifiC sensGr CnaIaCteristiCs. mence Lhe major Prooiem is in tne
cala Gase Preparation &and Not 1n the perspective sutclvision or
real-tue area. however, the lntensity caiculdticn «1ll oe affecteq
Cy attenuation factors

>.¢.1.1 FLIR--The mogel for IR imagery requires that the temperature
ana emissivity ce known for eacn opject ano material to oce oisplayec.
Given tnis intormation, tne FLIR sensor output can pe calculatea. The
total eneryy receivea at the cetectors is the sum of all tne
contributions from the scene witnin tne element's projection on the
grouna. Tne intensity 1s computeg by aiviaing the raciant energy Dy
pi.

The next step i1n the calculation is to compute the irraciance at the
Sensor aperture. lrraciance, H, is cbtained by givioing the ragiant
intensity, J, by the slant range sguared anc multiplying by an
atmospheric attenuation factor:

H = (e—oR) J/RZ

The atmospheric attenuation factor, e-oR, mocels the effect of the
atmospnere on the irraciance. The attenuation coefficient, a, is a
function of tne environment ano the sensor wavebanad.

Finally, the calculation is completea by multiplying the irraciarce by
tne .

area of the sensor aperture (nog/a) ang the optical efficiency:

nDoz

P = TO -——7r—-H
Note that this analysis assumes that the temperature is known. It
aepenas on the time of gay, sun raciance, cloud cover, moisture
content 1n the backgrouna, and other factors. In oreer to generate
the images in infrarea, a mocel will have to be chosen ana the effects
of that model will appear in the simulation. Also, a lot of
information must be addea to the gata base.

3.2.1.2 LLLTV--Tne low light level systems in use togay are the
silicon vioicon ana its qerivatives ana fiber-optically coupled
singie-oioce, aouble-diode, or micro-channel image intensifier
systems. The simplest device is the silicon viaicon, which has a
response extenaing into the near-infrared, especially when used with
tungsten lighting. An object is seen against its backgrouna because
there 1s a reflectivity aifference causing contrast. The wavelength
agepenaence of the contrast is ceterminea by the materials involved.
However, no ane material can be characterizeg by a single reflectivity
curve, so materials are usually characterized by their average
reflectivity.
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Seéveral parsmeters must Oe consiaerec ir the generation of tne LLLTV
1magery. A few of these are the Intensity of the llilumination falling
gn tne scene, the intensity of tne iliumlnation aue to scattering, tne
atmospneric attenuation, ana tne reflectivity.

As tne lignt level increases, the contrast in LLLTV gerreases ang it
pecomes i1ncreasingly oifficult to pick out the areas of interest for
cues.

3.¢.1.> Achromatic Intensities in the Visible Spectrum--Each flat
surface element in an FOV requiles an intensity value. This applies
ootn to cultural fiat surfaces representing nouses, factories, etc ana
to the smail flat quaarilaterals usea to approximate curvea terrain.
Tnis suosection will gescribe the methou of applying intensities to
computer-generatea surfaces.

The most general real-time illumination mocel incliuges both specular
ana aiffuse terms for tne light reflectea off & surface. The aiffuse
reflectea intensity is given by:

Ip + Rgmax (0, N .7D)

Ip

whare
diffuse intensity

Ip
Ip = ampient intensity

Rp = aiffuse reflectivity

-—

N = surface normal (normalized)

T - sun/moon girection vector (normalized)

Tne agot Proouct must be tnresholdea at zero because of non-physical
negative N . L values when the surface is facing away from the sun.
Diffuse reflectivity is a function of the surface material and is a
constant provigeg off-line. Ampient intensity is the intensity a
surface will have in shadow. Thus it is a function of the weather,
illumination source, ana surface material, ana is a constant provided
of f-line.

For the vast majority of intensity calculations (including terrain
surfaces), the aiffuse term alone 1s aoequate for purposes of
realism. For a few isolated objects, however, specular reflections
are guite important. The specular component of the reflected
intensity from a surface is given by: )

)

i
I ; H==—tt

Vet
m{|mi

g = Rs max (0, (N . H)
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where
Ig = specuiar intensity
Rg = specular reflectivity
c = shininess ccefficient
ET = sun/moon girection vector
T - viewing airection vector

Specular reflectivity ana the shininess coefficient are
surface-aepengent, assignea off-line. € is tne vector airectec from
tne surface element to the viewer's eye, wnich must be recomputeo each
frame time.

Tne final factor in the intensity computation is the atmospheric
attenuation with gistance. The attenuation coefficient is
wavelength-aepenaent and can be aagjustea for other spectral regions.
The final intensity equation for an achromatic surface is:

Ip = (Ip + Ig) el + Ig (1 - e=0I)

wnere
Ip = "observeg" intensity of surface element
Ig = packground (sky) intensity
a = attenuation coefficient
r = slant range (aistance from observer to surface element)

3.¢.1.4 Color--There is an abundance of theories relating human color
perception ang methous for prooucing color images. An HSV color space
methoo is usea here, for two reasons:

1. The gata base must be enhanced to make accurate color
pictures. This means associating some sort of color
information off-line with terrain ang cultural object
surfaces. The HSV space is consistent with intuition ana
therefore tenags to minimize errors ana proceaural confusion.
Hue is the oimension normally cescribed by agjectives like
reg, green, purple, etc; that is, it is what the layman
calls color. Saturation is a measure of the ceparture of a
hue from achromatic, that is, from white or gray. For
example, rea is more saturatea than pink. Value measures
aeparture from black, ana for purposes of this report is
equivalent to intensity as cescribea above.
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2. The simulation of shagow and atmospheric effects must be
inclugea. Both of these can be nandled by the general
equations:

Hg = H . e"@l + Hg(l - e~I)
Vo = VL . SemoT + vg(l - e=oT)
Sg = S . e~ 4 Sg(1 - e=ar)

where

H,S = hue and saturation of object surface on a (0,1) scale;
assignea off-line

Vi,S = value (intensity) of surface in light or shadow
(L,S) computed each frame time

Hg,Vg,Sg = hue, value, and saturation of sky (depends on

weather; assigned off-line)

The above formulation allows a simple weighted average among all quantiti€s.
This should be compared to the obscure problem of dealing with haze, say, in
RGB space. Note that e~® is to be computed once per polygon surface
element.

Zg Can be used in place of "r" as a time-saving approximation and will not
be too inaccurate because the FOV is 300 on either side of the Zg axis,
ang Zg =1 gir large Zg, where atmospheric effects predominate.

Finaliy, e~%e can be determined by table look-up.

To summarize:

Information stored H,S,Ia,Rp,Rg: Surface element

off-line; accessed hue, saturation, ambient intensity,

for each surface diffuse and specular reflectivities.

element each Hg,Sg,VB1a,L: Sky hue,

frame time saturation, value, attenuation
coefficient, and sun/moon direction
vector.

Information computed N,E,Ze = T: Surface normal vector,

each frame time for eye vector, and distance from eye

each surface element to surface approximated by Ze.




The above values are used to determine the final hue, saturation, ang
value of each surface element; Hg, Sq, Vg; where:

Ho = H . e=®e + Hg(l - e~%e)
So =S . e=®e + Sg(l - e=e)
Vg = Vg (1 - e—0le)

T\r'_t - L +?)
+ IA + RD max | 0, ——¢ + Rs max{ 0, N
INI IL + :l

For display with a device using the usual RGB color cube, Hg, Sg,
ana Vo neea to be convertea to RGB space quantities. The algorithm
for this was published by Smith (1978):

A' = 6 . Hy
I = floor (H')
F=H'"=-1
M= Vg (I - Sg)

Vo (1 - [Sg . (1=-F)])

Then switch on I into

Case 0: (R,G,B) = (Vg,K,M)
Case 1: (R,G,B) = (N,vg,M)
Case 2: (R,G,B) = (M,Vq,K)
Case 3: (R,G,B) = (M,N,Vq)
Case 4: (R,G,B) = (K,M,Vq)
Case 5: (R,G,B) = (Vg,M,N)

where
1. Floor (H') is the integer just less than or equal to H'.
2. Only one case is executed on the switch statement.

3. (Hg, So, Vo) and (R, G, B) are normalized on the range
0tol.

To do these color operations on a computer would reguire 13
multiplies, 13 adds, one divide, one square root, an integer
operation, and an exponential multiply. For real time, a parallel
pipeline organization will be usea. At present, a block diagram is
shown in Figure 9; the only item not shown is the Switch on I logic.
The number of channels of this architecture has not been determined.
The intensity calculation will have to be done on approximately 5 x
106 polygons for the mission area to be considered here.
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3.2.1.5 0Other Possibilities--The dot procuct_ﬁoqaghe intensit
calculation must oe normalized; that is, in N« T, both N ana' C

must pe unit vectors. Since L can be made a unit vector off-line, the
aiffuse intensity can oe written as:

—
N -
ID = IA + maxé? 't;;f), where (NI = (Nx2 + Ny2 + Nz‘?)l/2
INI
—

N is aetermined for each surface element each frame time and adds
negligible expense. B8ecause finaing INT is computationally
expersive, and there is noc known simple and accurate approximation of
it, this shoulo be investigated in more depth before the above

’ intensity model is adopted.

A further possible intensity model is onme in which only certain
special sun positions are allowed. For example, with a sun at 459
altitude in the northwest, Horn (1979) determined the intensity of a
surface approximately with the following simple linear formula:

I(p,q) = 0.4285(p - q) - 0.0844 Ip + qI = 0.6599

where
slope in East-West direction
slope in North-South direction

~

P
Q

Since p and q may he easily obtained in a recursive process of
subtracts and adds, this model would be very quick. Future efforts
should pursue a more flexible process. Perhaps similar linear
formulas can be manufactured for arbitrary sun locations.

3.2.2 Texture

The simulation of terrain and object textures is an especially
important task with respect to training effectiveness. It is clear,
for instance, that a single tone surface representation alone gives
the pilot no indication of distance. Furthermore, the movement of the
edges of such regions over the pilot's FOV appears to provide
inadequate depth information, judging from the failure of current
systems to accurately simulate low-level, high-speed flight.

Although Gibson (1950) qualitatively demonstrated the importance of
movement parallax in the ability of trained pilots to land aircraft,
very few quantitative studies have been made. Of these, perhaps the
most revealing is a theoretical analysis of the mathematical and
visual invariants in movement parallax by Koenderink and van Doorn
(1976). In the conclusion of their analysis they state that time
change of texture density conveys information about orientation and
distance.
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FuItiner Support for tne contention tnat texture is important as &
uistance cue, eSpecialiy fGr nearLy objects in low-level flight, is
founs 1n Bajcsy, Frieoman, anc Sloan (1576). In tneir apstract they
stale that textule gragient gives a qualitative value for aistance.

Tnus 1t appears that in a moving environment, realistic changes in
textule provice wistance ana orientation information. This conclusion
Nas SeIveu as the primary motivator in the cesign of an appropriate
textule yeneratlion algoraithm.

S.c.z.4 Terrain Texture--Qur primary texture generation methocology
1s an extension af tne fractal tecnnigues intiocucea by Manaelbrot
(1577) ang ceveloped oy Fournier ano Fussell (1980) anc Carpenter
(1v6G). Tre metnhoas of these authcrs represent natural irregular
oojects anc terrain by moaeling them as sample paths of stochastic
processes. The particular stochastic process is callea "fractional
Brownian motion." The implementation of fractal texturing ailows
computing tne surface to arbitrary levels of oetail without increasing
the cata pase. Therefore, the simulation will result in a continuous
change of getail anc texture density for all flight paths.

In agaoition, Fournier's technique ensures that macroscopic texture J
features willi remain igentical while finer cetails 1n the texture i
cnange, preserving object or texture igentity. This occurs because :
nis methoo requires seeds for rangom number generators. These seeds
are iinkec to patch corners to assure ccherence across patch
bounaaries within a single frame, ana the seeds oo not change from
frame to frame. This means that surface perturbations at patch
corners are fixed. Interior perturbations are computeg by recursive
subcivision, using the result of the previous subdivision as the seeg
for the next point. Thus, if the subcivision level for a patch is not
cnangea from one frame to the next, the surface perturbations are
icentical. But if the level of aetail does change, the larger ,
perturbations are maintainea ana only the finest perturbations are )
alterea.

Off-Line Generation of Texture Labels--Preparatcry to real-time ’J
texture generation with fractals is an off-line proceaure which begins
with a8 list of DMA perimeters of areas gesignatea by oaifferent surface
matellal categories (SMLs). The proceaure enas with each
LU0-meter-square area (loosely callea a patch) in the mission area ;
peiny assigned a texture cooe. Part of the off-line generation is
veriveo from travitional chain coaing techniques, Rosenfela ana Kak i
(1976), ana the rest 1s a Honeywell acoition. A broag outline of the
off-line texture label proceoure is aiagrammeg in Figure 14; a more d
cetailed narrative aescription follows: f
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L. The cuitural part of tne UmA cata vase provices lists of area
perimeters, wnere each 11St contains CLOCKW1SE-OTGEIEU (X,y)
coorainates of severai points serving to outiine the area.
The coorainates are in latituce ang longituge offsets from a
raference point. The DMA notes that the borcer cefinition is
nat guaranteeg to close if the region boroer extengs beyona
the manuscript ecge. Testing for closure ana correction
takes place immegiately after the construction of a chain
cou€ boroer representation.

2. Chain Coce Lonstruction: Figure 15 illustrates an example of
a perimeter vefinea by a small number of pcints. To chain
cooe this perimeter, an artificial grioc 1s constructeg on the
same scaie as the DMA elevation cata base, sc that eacn
corner in the artificiat grig falls in the center of each DMA
terrain patcn.

Starting with the first (x,y) point in the list, traverse the
perimeter clockwise ana at each intersection of the perimeter with a
gria line, cetermine the nearest grio corner. In Figure 15, the first
such corner is at A, the seconc is at 8, etc. The chain coue itself
1s an eight-airectional coce which specifies the airections between
successive griu corners. For exampie, in going from A to 8 the coce ‘
15 0, fromC to D 1t is 1; ana fromH to I it is 4. 1

Regungant information from successive intersections giving the same
corner is excluceo. For instance, near the corner I there are two
intersections; the secona intersection is ignarea.

Finally, singularities in the coge must be removea. In our example, a
singularity exists where the nearest corners are successively F-G-F,
leaging to a chain coce of 73, a line segment that reverses

uirection. Any time opposite chain cooe number pairs (40, 51, 62, 73)
occur, they will be exclugea.

Unce the final cnain cooe is constructea, it can be testea for closure
oy the following rule, which applies to chains of arbitrary length:

Rule for Closure: If np + n; + N3 =nNg + ng + ny

ana N3 + Ng + N5 = Ny + Ng + N} are both true,

then the chain (ano bounaary) is closed; where nj = number
of chain coce numbers (i).

(Note that throwing out opposite chain code number pairs leaves the
above rule intact.)

Intersection Procedure--The determination of grid line ana r
bounaary intersections used for chain code construction is

accompiished a line segment at a time. Each line segment is specified '
by its two engpoints. Knowleage of these enopoints allows the

specification of all horizontal ang vertical gric lines which will be i
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intersectea oy the line segment. Explicitliy, given the enapoints
Ply Poo= (X1,yi)y \xz,y2), ;gg_vertlcal grio lines
1ntersectea oy the segment P;P- will ge:

X = KL + Kelip)

X = KL + Kz(in,y)

X = KL + K2(1p,7)

etc
where K1 ang KZ are constants anag 14 is some integer value such that
X falls between X} ano Xgz.

Simitarly, the norizontal grioc lines intersectea by P1Py are given
oy:

y = K> + Kd(j.m}
y = K> + Kaligep)
etc

where y falls petween y; ana ysp.

it is essential that the intersections fall in an orecerec seguence
progressing from P} to P, so that the chain coce makes sense.
Because the intersections all lie along a line, they can be sorted
accoraing to ascenging x values when X3 > x] ang gescenaing x when

Xy < x;. Also, because the number of 1ntersect10ns is usually

qulte small \<:50) in terms of sorting, and the x ang y lists are
closeliy interleavea, a merge-sort which is approxlmately (n log n) in
time will suffice. Once the ordered intersections are obtained,
nearest gria corners can oe computed Dy simple compare operations.

Bounagary Points ana Patch Corner Designation--Once the chain coce
for a perimeter is establisheq, it can be usea to cetermine what are
calleo "voundary points" and these can be used to determine texture
labels. The proceaure can be undgerstooa by stuuying the example in
Figure l6. The heavy line represents the perimeter drawn from the
cnain coae in the previous figure.

Patch corners are repicsentea by x's in Figure 16 ang they fall in
yrice centers. what must pe known is just which patch corners are
insice tne perimeter. For convenience, patch corners which fall on
aiagonal perimeter line segments are counted as interior poincs.

The proceuure is to first obtain bounocary points Pl, P2, P3, P4, PS,
ang Pe, which occur on vertical or aiagonal boungary segment
micgpoints. This can be easily accomplished with a starting (x,y)
coorainate anu the chain coae. These points are then sortec
twice--first in y, then in x--to obtain the lists shown in Figure lé.
The final list 1s grouped in pairs (Py,P3), (\Pg,P3), ana

(Po,P,4). ALl patch corners with x vaiues falllng Detween these
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nairs are countea as being insice the perimeter. The result is a list
of patch corners which have the texture designation of the perimeter's
SMC coqe.

it shoula De noteg that this metnou always has pouncarly point pairs
anu not single poungary points oecause patch corners falling on
ulagonals are countea anc because singularities are eliminateg curing
the chaln coue construction.

Texture Lapels--Once all patch corners in the mission gata base
ale assignec texture lacels, patch corners can oce taken four at a time
to 1naicate whether a patch is all cne texture or partly two. Lf ail
four vertexes have the same iabel, the corner labels are ciscaroeg and
ine patch receives just one laoel cesignating its texture. During the
mission simulation, the label is usea as a pointer into a fractal
lookup table, allowing it to be texturea.

1f one, two, or three vertexes have one texture lapel ang the others
nave a different label \or none), the corner labels are saveg for each
patci, ana the patch is given the special title "texture boroer patch."

One final off-line proceaure is necessary. Every patch corner with a
texture tacel is assigneg a random integer x, where -5 Lx &5 It is
essential that this be cone to the patch corners before they become
part of a patch tree structure, so that four patches sharing one
corner also share the same ranoom integer assignea to that corner, and
so that fractalea terrain appears continuous.

3.2.2.2 Real-Time Terrain Texture Generation--During the mission run,

patches that have a single texture label will be textured by the

fractal subaivision method described below. Each texture will have a

pointer into a specific fractal lockup table. Thus, for instance,

water ang marsh will pe representeg by two aifferent lookup tables.

Tne number of lookup tables will equal the numoer of textures, except

for special cases like show under certain weather conaitions, which

will simply be assignea a high reflectivity. A particular acvantage

of this methoa is therefore the low storage required. !

Fractais-~-Tne usage of the term "fractals" is much croacer than
tre original meaning. Mangelbrot (1977) intencea fractals to stana
for self-similar statistical functions wnich were nowhere
aifferentiable. In a strict sense, the gefinition used here refers to
partly cifferentiaple statistical functions which are not necessarily
seif-simitar. However, a less prosaic ana more useful definition is a
computer-generated surface or curve which employs linear recursive ’b
subaivision ana an LUT.

A typical fractal LUT appears in Figure 17. It can be useag to
generate either fractal curves or surfaces. The proceaure for
generating a fractal surface consists of genmerating several fractal
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-3 -3 1 -2 -3 4 -0 -2 -0

-2 0 a4 4 2 3
-1 0 4 - a1 g
0 2 40 4 -5 -
1 5 -0 -1 =2
2 B I
3 -2 -0

Figure 17. Fractal look-up table.

curves in parallel and combining them. The procedure for generating a
fractal curve along a patch edge is outlined below. Each step >3 in
the outline will have a numerical example which follows the LUT in
Figure 17 (steps 1 and 2 have arbitrary numbers).

1.

Start with the two endpoint elevations of the patch edge:
(0,0)

Ado to these corner elevations the random numbers assigned to
the corners off-line: (-1,2)

Using the new elevations, find the midpoint value:

0+ (=1) + 0 +2
Z

=1/2

From the LUT read out the matrix value corresponding to the
row-column pair: (-1,2) = 1 (Note that (-1,2) act as seeds)

Agg this value to the miopoint to create a nmew miapoint
elevation: 1/2 + 1 = 1-1/2

If only two segments are needed for display, then their
elevations are given at their endpoints: (-1, 1-1,2, 2) =
Ei, Em, E2

Seeas used to generate these elevations are always stored
with the elevations:
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e sy, @y Sw), [(B2,800) =L(-1,-1), (1-1/2,1), (2,2)]

o. Subuiviailng the left section requires tne seeas (-1, 1, for
wihilCn the COoTrrection factor 1s one. Steps 3-7 are continuec
recursively cown to any level gesireo. AU eacn step, the
correction factor can ue aivicec py some integer power of
two, so that at a nhigh level of getail extremely nigh slopes
are avoiceo. 1n general, wnen tne 1nteger power equals the
level of subcivision the fractal curve will pe self-similar.
However, other rules can pe used to gererate aroitrary
textures, incluaing substituting apsolute valiues of
correction factors for thne correction factors st given
subcivision levels. Alsag, airferent kings of LUTs can be
constructea (tne one usea in tnis stugy consisteg of numcers
ranging from -5 to 5, with a Gaussian aistriputicn acout a
mean of zero; a Gaussian gistripution may nNot ce necessary
for many textures).

Fractal surfaces are easily formea by constructing fractal curves for
gach patch eage ang diagonal. For instance, to suvaivice a patcn
unce, the proceoure woulc be: Given corners A,S5,C,D ana in clockwise
orger thne ecges AB, BC, CD, DA; fina micpoints ana correction terms
for each eoge, anag Ting the migpoint ana correction term for tne
aiagonal AL. These five midpoints plus the four original correr
points oesignate four new subpatches.

Real-Time Terrain Texture Boroer Generation--Recall that some
patcnes wiil oe labeled "texture borcer patches" off-line because some
of the patch corners ~ave one texture label anc the other corners have
another lavel. These patches wiil be treatea with a fractal
suboivision method analogous to that just presented, but in a more
apstract way. The purpose will pe to construct a raggeo-texture
ooroger about an area of homogeneous texture. This aias in realism, is
relatively inexpensive, and perhaps most significantly, reauces the
numcer of straight eages ‘hence aliasing) in the simulation.

Tne igea central to the construction of a rough-texture oborcer is to
create a series of interconnecting patch borger segments. Thus, each
patch poraer segmenc must meet two reguirements:

1. The boroer segment is rough ano statistically similar to ail
other borager segments.

—~

<. The boruer segments are continuous from patch to patch,
giving the appearance of one continuous, closed oorcer.

ooth these requirements can be met by the application of fractal
subuivision to texture borcer patches. As a heuristic aia, consicer
tne vborger patch in the top of Figure 18. Each corner has a
particular texture lapel ano a particular random integer x, where -5&
x £5. These labels ana numbers will serve to generate three fractal
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Figure 18. Borger patch subaivision.




S.TTECes in parasi€l COITESponding Lo tne one patin. Cne surface wiil
Ce LoE 4Lass sulfaCe ang the secorna a rock surface, coth createu
LrouGh NGU necessarily alsplayeo over tne entire patcn. Tne tnirg
TTacta. SulTaCe 1S not cisplayec, 1t 1s constructea with so-callec
"raise elevations" anag is useo only to gelimit tne borcer oetween
grass anc rock surfaces. This is accomplishea Dy assigning & Z€ro
false eievation to cne texture label ana an elevation of 10 to the
Othel (1T uoes not matter which is which as long as it 1s
consistent,. Accing fractal perturpations to this tiiteu surface
ouring fractal subdivision will sometimes result in suppatches with
ccrners having elevations >5 and at other times <5. In the former
case \ses Figure 18), the subpatch corner is aesignatec witnh an R =
TOCK CNQE &ang iIn the latter case, a G = grass coage.

1t is important to note that the level of suboivision of all three
patcnes 1s always the same, put that eacn patch has its own fractal
look-up taplie, so that the i1nitializeo ranoom integers sharea by the
three patches proguce three gifferent textures.

Two real elevations are computea anag available for each subpatch
corner. Depenaing on the false elevation value, one of the real
elevations corresponaging to one of the textures is chosen. When these
elievations are eventually useq for adisplay, subpatches containing
corner elevations from both textures will have intensities assignea
accoraing to an average of texture reflectivities ana hues, or just
one agominant reflectivify ana hue; the final arbitrator will be
visual tests of DMA texture borger pairs.

it shoulo be notec that even when a patch or subpatch has elevations
from uifferent textures' LUTs, surface continuity is preservec; that
is, no gaps appear. Furthermore, the LUT used for borcer construction
may leag to vastly cifferent boroers depending on the nature of the
LUT. Some LUTs may lead to fairly smooth, curvea borders, others to
extremely raggeo boroers. Many will leaa to splotchy borders, which
consist of many small, isolatea clumps of one texture that gracually
evolve into clumps of the isolateg agjacent texture, so that no
aistinct boroger exists. This last case 1s controllea by the choice of |
the initial false elevation, which neea not be 10 (anc is quite
arbitrary,), oy the LUT structure, and by the agivision factoi for each
level's fractal correctiaon term. Finally, ana briefly, the very rare
cases wnere three or four textures fall on one patch can be treateag by
aaoing acoitional false elevation patches computed in parallel, or by
arpitrarily eliminating them auring the off-line preparation.

Texture Borger Smoothing--In some isolateo cases realistic boroers

will De gragual rather than aistinct; for example, marsh to water.
These cases can be treated by a more sophisticateg boraoer algorithm,
in which the values of false elevations are useg as weights to apply
more of one texture than another. Thus, agjacent textural hues,
saturations, ana reflectivities coula merge graoually according to the




raise surface eievations. Tnis procegure woulo consume little time
cause of its 1solatec appilicaticn anu sc it 1s exclucec from an
grations analysis.

I3
(&)

Texture mapping--Storing a file of an image ana mapping it to a
surface 1s a particularly easy way Lo texture both terrain and
cultural opject surfaces. For application with terrain patches which
can be projecteg to screen space at arbitrary ievels of subgivision, a
tree structure is requirea to store the textural image at many levels.

There are two gdefects to this technique: 1) for large areas it
requires tremenagous storage, and 2) only a finite amount of getail can
pe stored. As a consequence, close surfaces will appear blocky--or if
averaged or smoothed, unrealistic and blurry.

Un the other hana, for large areas requiring large-scale texture only,
texture mapping is recommencea. The best example of this circumstance
1s where large rectangular agricultural areas are present. In such a
case, a patch or even several patches will be assigneag a certain hue,
saturation, ana reflectivity to simulate the crop grown there. These
assignments must be mage off-line on the basis of photographic/
statistical information for the regions in question. No specific
methoaology is suggested here.

Texture mapping is best applied to certain objects. For example, a
roof of a house can have a small texture map with few branches in its
tree pecause the house is inevitably only a few pixels ar tens of
pixels across. Such maps can be accessea for many objects
simultaneously; for example, a hundrea houses in one FOV would have
pointers to only one texture map. Thus storage is minimized.

Finally, texture mapping to cultural surfaces should only be attempted
1f apsolutely necessary for pilot recognition.

Viogeo Texture--At the time of this writing, viceo texture
techniques have been testea successfully in a non-real time moge at
Honeywell, but 1t is not known whether such techniques can be applieaq
1n real time at a reasonable cost. Stuoies are currently unger way to
answer this question. Assuming that video texturing techniques are
feasible, they have the following potential applications:

1. The distant sky can be representeo by a rotated, translatea
photograph representing any sky congition, incluaing night
skies with real star positions.

Z. Indiviaual objects can be mooeled by rotated, translateag, anag
magnifiea photographs of the objects themselves. A single
tree, for example, coula be represented by two photographs:

a sice view and a top view. One view woula gragually
metamorphose into the other (fade in/face out) as the pilot's
orientation above the tree changed.
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5. Surfaces uf large extent can be synthesizea. For example, an
entire sky of clouos woula De Jeneratea uy a perspective view
of one protograph. Similarly, terrain roasgs could te
overiaicg on the terrain surface ty mapping a perspectively
COTreCt roac image to the simulator screen.

>.¢.2.> Texture Off-Line Operations--

i. Determine Perimeter-Gria Intersections:

a. Given segment engpoints, fina slope, intercept: 35*, lg, 1m
per segment x N; N = number of segments in a perimeter

0. uetermine horizontal ana vertical grig lines which will pe
intersectea: ZP compares, where P = length of perimeter in gria
units

c. Fing perimeter-gric intersections: (zm, za) x P

a. Sort intersections (merge): P compares

Determine nearest gria corners: <P compares

N

. Form chain coce: 2P compares
Remove singularities: P compares

W L

. Check for closure: numoer of adas roughly = 2 numper of
entries in chain code list 2P aaggs.

6. Fino bounaary points (easiest way is to save cooroinate pairs
from step z ang find midpoints accoraing to chain code) (1la,
1 shift x 2 per boungary point x number of bouncary points
Pa, Ps

7. Sort (x, y); quicksort on two keys: n log n x 2 compares
where n P

8. Designate texture for patch corners: 1 operation (adg) per
patch corner x number of patch corners = area of textured
region x la

9. Assign texture labels to patches: 3 compares per patch x
area of texture

10. Assign ranoom numbers to patch corners: 1 assign per vertex
x area of texture
With a texturea area of perimeter P, area A, ana number of perimeter
segments N, tne total number of operations 1is:

s = suptract, m = multiply, a = aoq, d = aivide
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OiN SuLlracts
iN Jlviues
W multiplies
oP + <P log P compares
P 6P auags + P shifts
<P muitiplies
P snifts
A aaos
>A compares
A assignments

cquatiny computation times for compares, aaas, assignments, shifts,
ang suptracts to 0.36 usec, multiplies to 11.2 usec, ana aiviaes
tc L4 usec, the amount of time requireg is:

1.9A usec + 26.34N usec + 0.76 usec (8P + P log P) + ZZ.4P usec

A typical texturea area might be several kilometers in extent, for which
the following 1s chosen:

A =5 km = 500 in 100-meter size units
P =1z km = 120 in 100-meter increments
N = 15 segments

The off-line time to compute textural information for one area is then:

500(1.9 x 1076) + (26(15 x 1076) + 0.76 x 10°6(560 +
126(2))
+ 22.4 x 10-6(120) = 5 x 10-7 sec

Thus for a mission cata base containing even thousands of textures,
the preparation time is brief.

3.¢.¢.4 Real-Time Operations to Produce Texturea Surface
Patches--Adaing fractalea texture to a surface patch involves a
recursive subaivision procedure. Each subdivision requires:

5 table look-ups
5 snifts times approximately 106 subdivisions per frame
10 acas

Fractal subgivision architecture is described in Figure 195.
Aiternative texturing techniques are aiscusseo in Appeaix B; the
guestion of using image space vs object space is discussed in Appendix
L.

5.2.> Jerrain and Hyorographic Features: Surface Representation

The purpose of the Honeywell-Catmull algorithm is to create a
parametrically-cefinea, continuous, curvea surface which closely
foliows the giscrete terrain elevation samples in the DMA gata base.
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Tne cata vase gives elevations at uniform gric intervals. Estimates
Gr intervening elevations are neeced for two reasons:

1. To compute tne perspectively correct screen position

£ To compute the surface normal, which is useg in tne
1tlumination mogel to compute intensity

The methou for estimating the intervening elevations is essentially
catmull's (1974) methoa. He fits a bicubic spline surface to the
sample elevations.

It 1s quite time-consuming to getermine elevations from
straightforwara scostitution into a bicubic equation, so Catmull
gevisea a fast technique which recursively divices patches in half in
iatltuce ano longituce ana finus the elevations by a clever
combination of aaa, subtract, ana shift operations. Remember that the
reason for subaividing is to get an elevation estimate for a
uisplayaole piece of the terrain.

5.,2.3.1 Methoo Qutline--

I. Just as a flat surface can be constructeo from many contiguous
rectangles, define the entire curvea terrain surface as a
collection of many contiguous, curved "surface patches."
(Technically this is callea a spline surface.)

II. Prepare the surface patches so that they can be divided into four
subpatches; as can each subpatch, recursively; aown to any level
necessary.

III. Each frame time, patch vertexes are perspectively transformea to
the "screen space" of the pilot. (A "window" which corresponds to
this screen must be constructed; see Figure 20). :

Iv. A rectangle is constructed to enclose the patch vertexes. The
rectangle lies in a plane gefined by the screen coorainates (xg,
ys» Zg = 0); see Figures 21 ang z«.

V. If the rectangle for any patch is pixel size or smaller, the pixeil ‘
associated with the rectangle is given an intensity which cepends
upon the relative patch, pilot, ana sun orientations, in agoition
to the texture ana shaoow assigned to the patch.

vi. If the rectangle is larger tihan pixel size, the corresponding patch
tin worla cooroinates) is civiced into four subpatches. Each
subpatch vertex then ungergoes a perspective transformation to
screen space, with rectangle tests ano subaivision occurring
recursively until all rectangles are approximately pixel size.
These tests occur each frame time. |

vVii. when the orientation of a patch or subpatch surface is facing away H
from the pilot, the patch or subpatch is aiscarcea.

VIII. when the enclosing rectangles of two patches overlap, the area
closer to the pilot 1s displayed.
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Figure zU. Terrain imaging geometry.
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Figure 21.

Patch size test.




IF THE RECTANGLE 1S TOO LARGE,
THE PATCH IS DIVIDED INTO FOUR
SUBPATCHES AND THE VERTICES OF
EACH OF THE SUBPATCHES ARE
PROJECTED TO SCREEN SPACE.
EACH SUBPATCH IS ENCLOSED BY A T
RECTANGLE. AGAIN, IF THE 3 [ 3
RECTANGLE IS TOO LARGE, THE o4 / P
SUBPATCH IS DIVIDED AND THE
VERTICES PROJECTED. IF THE ] P \/
'S

RECTANGLE IS APPROXIMATELY

PIXEL SIZE, THE PIXELS ARE GIVEN >~ {
APPROPRIATE INTENSITIES. ~ T
DIVISION TO PIXEL SIZE ENSURES AN
CONTINUITY OF INTENSITIES N
ACROSS THE SURFACE.

’Xs

Figure 22. Patch too big. H

The above aescription is intencea only to provide a rough icea of the
framework of the surface representation algorithm. A detailea
gescription folliows.

L. After the DMA elevations for the mission area are obtaineg,
they must be accessed in groups of 16 acjacent elements ana
placea in 4 x 4 matrixes. Each group of 16 elevations is
useg to generate a curveg picubpic surface patch whose boraoers
are qgefineg by the central four elevations among the le.

This is illustratea in Figure 23. Note, in generatlng an
aajacent patch, that of the 16 elevations appliea in its ‘J
construction, 12 are reaungant from the previcus patch.

Z. The mithemat%cgl equatlon of a bicubic, Elevation =
+ asu vee, is entlrely specifiea by
lts lb coe?f1c1ents aj,ap,...01,bp,...01,
; Different &1ncs of 1cub1c surfaces can be
manu acturea; that is, gifferent coefficients determineo,

uepenaing on what we do with the elevations. To ensure f
|
}
|
|
!
1

eievation, first, and secona gerivative continuity across
patch boroers, a so-calleg B-spline matrix 1s applied to the
elevation matrix. The specific operation is gescribea in
Figure 4.




ELEVATIONS

100 METERS

~

Figure 23. Bicubic patch ana its aetermining elevations.

The matrix M in Figure z4 is for B-spline basis functions.
It ensures that across all patch boroers there is elevation
anu first and second cerivative continuity. 1t is possible
to construct patches with other matrixes. Some are
interpolating, otners are approximating. The B-spline
approximates the control points but also proviaes more local
control than any other approximating basis.

It 1s important to realize that the bicubic representation is
the lowest-orcer polynomial representation of a free-form,
curvea, continuous surface. Lower-oroer polynomials do not
ensure first or secong cerivative continuity at patch borders.

Succeeainy the construction of a coefficient matrix, the
coefficients are combinea into "register squares." There are
four register squares per patch, one for eacn corner. Each
register square contains four numbers; for example, at the
cormer u = G, v = 1 the four numbers are (g] + oy + ds

+ Ug)y \U) + Dy + D3 + 04), (307 + ap) and

(3bl + Dz%.




1. Place 16 elevations in a 4 x 4 matrix E. The 16 elevations come from the data hase and therein are
arranged in a 4 x 4 matrix.

2. Using a cubic B-spline matrix M, compute MEMT where T means transpose.

L
M=5X

Then MEMT farms a coefficient matnix:

u=0 v=1

u=0 v=0

MEMT = [a,

-3 1
3 0
3 0
1 0
ag ag |
by by
c3 cg
dy dg ]

d1 *dz *d]*da

by +by +b3*by

Compute register square values for each patch cornes. A register square has four values, initially
computed from the coefficient matrix, subsequently computed by subdivision.

(sum of all
coefficients)

ay +ag+tag+ay)
*(b1 + bz + b3 + b‘)

=1 v=1
3d, +d 3b, +b u
""az "‘bz *Cz “dz) "‘3)2"')2
PATCH
d4 b4 Ia*ba*Ca*da 3‘4*!"
d by 10 ey by ey rdy | dapeny
Figure 24. Making register squares.
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registel sGuares form the core of the Catmui. sululvisllfl 3.30Tilnm.
Tre 10€a 1S U0 SCaIT wilh oniy tne patlr COINEI 2icvalliolhs afid 3CME
COITection terms, then cetermine, Uy 3 recursive pliCeuule (along tne
Tour patcn eoges ana in 1ts center), miupolnts tnat .ie in tne olcubic
surface. B8y continually cetermining migpoints for eacr sdupatcn, tne
coliection of elevations obtalnea can serve to approximate the cuIvead
vicupic surface.

tacnh register square contains one corner elievation ang tnree
correcticn terms. Supglviaing a patch into four suopatches implies
turning four corner elevations 1nto nine corner elevatlons ana
Llkewlse tour register squares into nine register sguaras. This
DIDCESS 1S ulagrammed in Figure z5. The elevations reguirea at each
itevel of supoavision are always in the upper left correr of the
register square.

5.2.3.2 Tree Structure--There are actually two gistinct tree
structures in the terrain display algorithm, one storeg ana one
computea. The storea tree is the mission data base. It consists of
the cata necessary to oisplay large surface areas, extending from tne
mission gata base rogt noge itself cown to individual bicubic patch
corners. The lowest noaes or terminal noges in the storea tree are,
tnerefore, bicubic patches.

The computational tree consists of the data necessary to display
smaller surface areas, where the root npoes are the bicubic patch
terminal noges of the stored tree. Lower noages in the computea tree
are, as the designation implies, computea (if necessary) oy
recursively subgivioing the root patch into small subpatches.

The computational tree is scanned in gepth first-order; that is, the
algorithm steps through the tree node to noae, beginning at the top or
root nooe. Nooes near the top represent large grouna areas whose
projections on the display screen will depena on orientation ana
uistance from the pilot's viewpoint. Projections of nearby noces will
usuaily cover many pixels, forcing a scan to a greater acepth for such
noges. Uistant noges will project to smaller picture areas, and the
scan gepth will be less. This feature allows an automatic selection
of level of getail as well as minimizing the computational effort in
prooucing a picture.

3.2.3.3 Picture Generation-~The procedure for generating a picture is
as follows. Starting with tne top nocge, the picture area
corresponeing to the noge is geterminea by projecting the four corners
of the patch represented by the node to display screen coorainates. A
gecision is mace to terminate the scan at that node or proceec to the
next level. Termination can occur under the follawing conaitions:

1. wWhen the projected area represented by the node falls outside
the alsplay window

2. When the projectea area is small enough to aisplay
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Tie resull OF any of these coneltions 1s Lo terminale tne scan at that
NOUE aMQ SL1SCAro &il oranches oeiow the node at wnich termination
CGCCULITEU. W€ Can immeaiataly compute tne proper intensity using the
textule, shaudw, ang liiumination mcoels GesCribea eisewnsre in tnis
LEPLIT.

Prcjectea patcnes form polygons in screen space. These polygons will

LE encLosea Dy rectangles ana the suopixels covereu Dy sach rectangle

w11l oe assigrea the patch intersity. Tne approximation of cocloring a
screen Oy enclosing rectangles ratner than by the poiygons themselves

nas three justifications:

1. it allows the use of a compact, quick computation when
setermining exactly wnich sucpixels are covereg oy &
rectang.ie.

Z. It avoios losing "bow tie" polygons; that is, if tne surface

normal calculatea for a pbow tie faces away from the observer,
the polygon wiil not te gisplayea. Groinarily, a hole will
appear 1n the picture cecause of this error. By empolying
enclosing rectangles, the overlap from rectangles aadjacent to
the ovow tie will cover any potential holes (see Figures Z6a
ang 26c).

3. It avoias holes from the projection of agjacent patches which
are subalvigea to aifferent levels (see Figure 26u).

Some time may be saveg by comparing the reiative lengths of polygon
siges ana subdivicing only the longer cimension. For example, in
Figure Zeo if L1/LZ were greater than two. only the sices L1 ang L3
woula be supaivices. This process may also bDe desirable because oy
creating polygons of more or less equal dimensions on all siges, their
enclosing rectangles will more accurately reflect the polygon
aimensions; ang less time will be spent replacing z-ouffer memories
pecause of reducea overlap among the rectangles. An investigation of
this proceoure in gquantitative agetail was not performed as part of
this stugy, thus a recommendation of its use is left open.

After a patch projection on the screen has been reouced to pixel size,
1T 1s tempting to try to save some time by determining those patches
that face away ano discaroing them to avoig intensity calculation for
those surfaces. This can be accomplisheo by taking the cot proauct of
tne "eye vector" with the surface normal vector of the patch. If the
got proouct 1s negative, the surface faces away from the observer.

Such a test was not implementea, for two reasons:

1. There are occasions when there are no surfaces facing away.
In such cases the test is of no use ano in fact becomes a
liability. Thus the test is of no value in lessening the
numper of intensity calculations in the worst case: flat
terrain filling the FQV out to the norizon.
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a. ""Bow tie” Polygon

c. Rectangles enclosing A, B and C will
cover the bowtie polygon D.

Figure 26.

\ J

b. The patch corresponding to the
above polygon will no longer be
subdivided if L1 < pixel size, where
only Ly and L are tested.

]

d. Rectangles enclosing these polygons
will cover the triangular hole.

Patch anomalies.




MOST TETIAln wlil OB MOGELSet with & oiffuse reflectance term
only, Lecause it 1s perceptually agequate. Tnus tre specular
term requiring tne act proouct of eye ana surface nNoIMal
veCtors wllili oe a rarity. It follcws that tne special
computation of this cot proauct for surfaces facing away wiil
oe time-consuming, requiring a new normalizeo eye vector ana
w0t proauct each frame time.

Figure 7 summarizes the subagivision anu aisplay algorithm.

5.2.3.4 Display Algoritnm Benefits ang DrawbaCks--

genefits--

1.

(WS

Because Dicubic B-spiine surfaces represent tne terrain
surfaces, real-worla contcurs are modeled more accurately
than with polygons.

No sorting is requirea to cgetermine patch maxima. This
avoias numerical techniques wnich occasionaliy incur
singularities.

Bicubic ana fractal subgivisions are logical extensions of
the mission quad tree subuivision. The transition from the
storec quad tree to the computea quaa tree can be transparent
to the algorithm implementation. This provides a unifiea
approach ang a clear flow of logic from the root node to the
smallest aisplayable subpatch.

Fractal subaivisions used for textures, texture borcers, ana
shadow borgers can be computeg in parallel with bicubic
subaivision, aading no time to the display algorithm.

The overall aigorithmic approach is unified because
subaivision is applied to obtain smooth curveo surfaces,
irreqgular textured surfaces, texture borgers, shacow bordsrs,
ana appropriate pixel size resolution for terrain ana
cultural objects.

Fractal texturing proviages an arbitrary ana automatic level
of detail while maintaining the macroscopic identity of a
texture.

A z-puffer is used to solve the higaen surface problem.
Other techniques neea to sort lists of entities to solve the
hiuden surface problem. The sorting can become a major
factor in real-time consicerations, limiting the number of
polygons or patches that are sorted.

Each specializea technigue can be flexibly implementea.
Thus, shacows can be applied or withhelg; cultural objects
can be aocced or withheld; and textures may or may not be
applied in any part or all of the data base.
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Figure ¢<7. Subaivision ano display algorithm.
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Gri-l.re preparation of the cata base for register sguares
anNG textule 15 incepencent of the mission; tnat 1s, the
Jreparation 1s incepengent of the sun position. Off-lire
preparation Can Le nanalea quickly because the affine
transformation is aireagy in part of the real-time
perspectlve transformation haroware.

7

10. The nature of the subgivision process allows us to avoia the
C10SS ang uot prooucts taken for the surface nommal vector
ana oiffuse intensity ana empioy ins-eaa a simpler agg ana
shift process.

il. Bicubic ana fractal subaivision processes are very quick,
using only acag, subtract, ang shift operations.

Urawbacks--

l. Anti-aliasing is aifficult pecause the surfaces which must be
usea in anti-aliasing become available at different times.

2. As a patch is subaiviaed, the space requirements grow rapialy
for storing register squares. Agjacent patches with common
corners must have separate register squares because the
squares will contain values representing cifferent levels of
subaivision.

3. The cubic surface may not be appropriate for all surfaces.
Flat surfaces may be renderea with slight undulations aue to
aujacent patches wnich have some curvature.

>.2.3.5 Hydrographic Surfaces--Bicubic patches form a continuous
surface. Wnen water surfaces meet lamg, however, there is generally a
uiscontinuity. Lf this 1s ceterminec to be perceptually important, an
inexpensive methoa is available to model the discontinuity. For those
patches containing water-land boroers, two register squares can de
storea, one for a flat water surface, the other for the terrain
surface. In analogy with the texture border aetermination methoa, the
elevation appropriate to the texture (water or lana) can be assignea.
Thus, 1n this special case, two bicubic surfaces are subaivided in
parallel ana the elevation chosen for display will be contingent upon
thne texture chosen for aisplay.

3.2.5.6 LClipping-~Clipping cultural objects or terrain surfaces not
appearing 1n the FQV is accomplishea in two separate stages auring the
supaivision process, ana one just before subaivision. For each frame
time, a circular area surrounging the viewer and contalnea in a
nigh-speea memory is available. From this, a particular slice
slightly greater than 60° is taken.

A typical slice might contain 50,000 patches; of these only 40,000
are subaividea. When a patch is projectea to screen space for the
first time, a rectangle surrounaing the patch will be usea for
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cLipping. If any part ot tne rectangie intersects the screen, tne
Jatch 1s 1ncluces in tne rest of the subaivision anc perspective
transtormation process. If no part intersects the screen, the patch
i35 Glscarceu. To accommogate hignly-curveg patches, tne rectangle
shoula ue siightly larger tnan the vorders cuefineg by the patch
vertexes.

wnen a patch is finally subgivicea to pixel size, an intensity
calcuiation 1s carriec out only 1f the rectanglie enclosing tne patch
Can ve assignead to a screen pixel; 1if not, it is excludea. Thus, the
tnira stage of clipping 1s not a separate process but simply falls out
of the process of assigning polygon intensities to screen pixels.

5.2.5.7 Terrain ang Hyarograpnic Uperations--There are two matrix
multiplies wnicn must occur in the off-line gata preparation to
generate each oicupic coefficient matrix. The operations for this are
126 multiplies ana 9o adas. The oicubic coefficients must e usea to
generate register square values. This takes an agaitional nine
multiplies ang 40 auas. The total number of multiplies is 137 ana the
numper of agas is 136. This number 1s linearly proportional to the
size of the mission cate pase.

For a typical minicomputer a multiply time is 11.2 usec ang an ada
time 1s 0.38 usec. Allowing one msec input/output time, the total
time to yenerate one register square is 2.59 msec. With 5 x 106
register squares (the assumeg mission area), 3.6 hours of computer
time 1s requireu. In the on-line moce, the item of interest is the
bicubic subaivision of each terrain patch. For this mission area,
tnere will be 1.7 x 10 subdivisions per frame. This is
accomplishea using real-time pipelinea haraware, as shown in Figure
5. See Appengix D for a aiscussion of other surface representation
ailgorithms.

3.2.4 (bject Representation

ALl the previous texture techniques treated texture as a pattern in
which incivicual objects are not treated separately but as a
collection. This allows the pattern to be represented in a more or
1ess acequate ana timely fashion when vieweu from a aistance. None of
the previous techniques were appropriate for near-agistance views. 1n
this subsection, several methoas are discussea for representing
ingivigual objects. The thesis is that a texture pattern is an
aggregation of 1inaividual objects. As one comes nearer to a pattern,
the pattern shoula break up into discernible objects. The original
pattern may tnen actually gisappear and be replaced by agistinct
objects. These have their own internal patterns that might be
represented by the technigues previously aescribea.
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Tre technigues to ce presentea nere are of two types. Tne first uses
viueo opoject images. Tnls 1s a version of mappilng adaptec to

1nuiviaual ouject representation. The secono is object synthesis, in
WNiCN weil-known shapes llke circies ana rectangles are perturbedg ana

texturea to represent the internal patterns in the cujects synthesizeao.

3.c.4.1 lmages for Upject Representation--Representation with images
uses oblect 1mages storea on viaoeo aiscs for superposition on
surfaces. The igea merges the control anag surface representation
offerea vy tracitiomal computer-gereratea imagery (CGI) tecnnigues
wlth the nigh ficelity offerec by viaeo technology. The speea with
~#Nnich a scene can be fillea with high-ficelity objects is mucn faster
than with tracitional (Gl opject representation because the aetails of
tihe oojects ao not have to be generatea inaoiviaually.

Tne control proviged oy surface specification ana coject placement in
a uniform gria can ove fruitfully compinec with the high ficelity of
object photographs ang computer access to vigeo aiscs. Objects can be
positioneo on the mogeleg terrain both manually ana automatically.
Photograpns of objects can be storeac ana categorizea accoraing to
type, aspect, size, ang nearest point for dgisplay on viceo aisc.

Once the computer has a list of object locations and sizes, the
uojects can be extracted automatically from the video disc. Note that
tne object to be extractea must be specified by size, distance from
viewer, aspect, ana type of object. Pictures can be storea of objects
representing the closest agistance from the viewer for which that
picture is appronriate. Then, when a more long-range view is needed,
the image can be aigitally shrunk.

Object priority (hicaen surface resolution) can be solved by using the
z-gcuffer approach. This means that every pixel will have a aistance
ano 1ntensity associatea with it. When an intensity is to be assignea
to a pixel, the aistance to the associated object is compared with the
ugistance to the object alreaagy covering the pixel. If the new object
is closer tu tie viewer, the intensity for that object replaces the
old i1ntensity at the pixel.

Illumination can pbe a bit cifficult because surface normals cannot be
cetermineg at every pixel. 1In a forestea area most pixels are
containea in trees, bushes, grass, etc. Since these are being placea
on the ungerlying surface from photographs, there is no control over
the opbject surfaces. An option is to normalize the intensity
aistrioution of each photograph as it is prepared for entry in the
cata base. The storea intensities then represent the ambient
intensity, just as was aone for mapping. Then, auring scene
construction, the intensity can be modified accoruing to the scene
content; for example, forest woula be darker than fielas. Also, in a
forest bright olotches can pe introouced to simulate the sun spots
which sneak through smail openings 1n natural forest canopies.
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W rrect perspective can pe achlevea by using photographs from
alfferent aspects uf the same object. Ouring scene construction, the
ApPropriate aspect Co use can Le aeterminea by knowing the angle at
wrilcn the line-of-sight intersects the object (uepression angle) plus
the aistance from viewer to object. If a tree is assumed to be
reasonauly symmetrical, especially when viewea from a aistance, there
1S No neeu to know the viewing angle aroung it.

To correctiy represent an object as it is approacnea requires a
sequence of photograpns, each with greater levels of detail. To get
continuity in tne oisplay image, a methou used by cartoonists can be
auoptea. They produce key frames (every fourth frame is an original),
then .ntervening frames are interpolatea. The resampling methodg coulad
oe useo to compute an image from the nearest availaole photograph. A
resampieqa 1mage from that farther photograph can also be proaucea.

The aisplayed image woula tnen be the average of the two. This shoula
smogth the transition that woula otherwise be obvious. Other
variations with translucence ang image interpolation are unaer current
consiveration.

Note that if the level-of-cetail transition can be cone with
acceptable realism, the figelity of the representation is as gyood as
tne film usec to take the picture; ana the object aoes not require a
lot of computing time to construct it. However, the level of hardware
integration is increased because video equipment must interface with
olgital equipment.

5.2.4.2 0Object Synthesis--Models can be used to construct images of
objects. The fioelity of the representation will, of course, cepena
on the quality of the mogel ana the cost of using it. Some very gooa
moueis of trees have been constructea by Marshall, wilson, ana Carlson
(1580) but it takes several hours to produce gne picture of one tree.
Newell (1975) usea polygons in procedure models to buila objects ana
correctly portray them. Clark (1976) recommenas object model
generation by structuring to simplify the sorting proolem.

Although some object mogels may need too much time to proauce
gynamicalily, mooels can be used to make pictures off-line. A oata
base can be built of viaeo images which can be resamplec for display
1n a scene.

An object genmerator may have access to other object generators in the
fashion recommenaed by Clark (1976). A town generator may make
requests from a roaa generator and a house generator and a tree
generator. Any of these may use object images from image cata base,
or they may use any of tne previously cefinea texturing methoas for
constructing objects. The following paragraphs cescribe how a
generator for trees might be built.




A warge preportion of natural terrain can ve realistically mogelea by
ta0-slmenslonal textureg surfaces curing nigh-altituge fiignt. Tnis
1s truwe for forests ana for inciviwuwal trees. Tne forests can ve
approximateu by the "mottlea" surface of their collective tree tops,
aNu inglivigual trees can be either ignoreg or treatec as ranocom spots
an the earth's surface. However, aouring low-altituce flights,
inuivicuai trees requile specific mooels for realistic simulation.

Jnce one tree 1s constructea, this construction can be repeatec to
create a fielag of trees. 8y adaing small variations at each
repetition Or 0y using a variety of trees (maple, oak, etc), realism
can ue ennancea. The major problem is how to create a single
reasistic tree at low cost (high speed). Since only the outside of a
ieary tree 1s seen at a aistance, the appearance of a given tree can
ve simulatea by constructing a surface; there is no need to be
concernea apout the interior of the tree or its actual structure.

Tnere are potentialiy several ways to mocdel this surface, though it is
not known which methoa is quickest or most reaiistic. First, the
casic shape of a tree coula be approximated with an ellipsoia of
revolution, sphere, or cone and then the surface normals coulc be
perturoed to create a textured appearance. Alternately, (with more
computation), the surface itself couia pe perturbea. This would de
more realistic because the tree silhouette would be irregular rather
than smooth. In fact, this might be especially important for the
recognition of evergreens in the winter since their gark green
silhouette against white snow is more visually cominant than the
contrasts among branches on the tree interior.

To perturb a surface, or its normal, LUTs might be used, or some sort
of Markov process, or perhaps fractals. A choice could alsoc be maae
petween using real-worlo gata or synthesizing our own. A
aetermination of the best technique woula require some experimentation.

Rather than perturb a surface or its normal, a textured surface could
be mappeu onto the ellipsoia, sphere, or whatever. This would be
quick 1n comparison to perturbation but again silhouettes would be
smooth. Tne tree's appearance would not change correctly as the
ouserver movea with respect to the tree. (The surface itseif woula be
perspectively correct as the viewer movea arounag it but the shaaing of
the surface woulu pe incorrect.) Since the tree surface wouloc oe
smooth, spurious highlights woula appear. It might therefore be
necessary to simply assign a set of intensity values to the tree.

A particularly simple mogel would use three flat surfaces which
mutually intersect, like two ellipsoiags and one circle. This could be
texturea in a variety of ways but the important idea is to have the
aisplay algorithm ignore the internal edges and aisplay only the
silhouette. At certain viewing angles, parts of the planes might




appear euge-on. if tne ailsplay algoritnm goes not pick up tnis kinu

of nigh-freguency feature, it may not pe a problem. Suppose that the
planes were "noisy ellipses” insteac of smootn ellipses. This woula

ve casy Lo generate ang much more realistic.

The easiest way to texture this mocel would be to assign a
two-gimensional texture to the tree in image space. For example, the
algorithm might ve as follows:

1. Construct three-plane tree in object space.
z. Transform to image space, but araw silhouette only.

>.  Texture 1nsice of silhouette accoroing to same statistical
generator.

Note that this statistical pattern would remain the same regaraless of

viewing angle or wvistance. For trees at a gooa distance, this mignt
ve a gooa approach.

Other texturing proceaures might incluge mapping a texture onto each
plane or mapping a texture in image space whicn was aepenaent upon the
tree orientation. In the former case realism would be sacrificeg
Decause, regaruless of how irregular the texture was, it woulc look
ooo when a plane was viewed at a slight angle. The latter case is
more interesting: Suppose that at step 3 it is known what direction
the tree was facing with respect to the view (that is, a viewer vector
anu a tree vector are_known), A R ana B. Knowleoge of the relative
orientation of A ana B (or perhaps just their dot proauct) woulag allow
mapping of an orientation-dependent texture onto the tree interior.

In this case, the tree's appearance waula not change as © changed or
as r changed but would as ¢ changed. The best texture parameter

woula alter the texture such that each incremental change in 4

changea the tree texture realistically.

genefits--Texturing techniques like mapping are useful when the
scene is viewea from a aistance. At short range the need for.
uiscernable ingiviaual objects increases. Mapping can be usea but
there are problems with perspective. Synthesizea objects can be macge
to represent the amount of aetail neeaea for effective training. An
object generator can be constructed for every feature in the DMA
feature list. Others can be aaceq at will. The cost will of course
gepena on the amount of detail desirec. For example, if trees can be
aceguately representea by triangles resting on rectanguliar trunks, the
Jgenerator will be relatively cheap. If a lot of getail is needea, as
in the method of Marshall, Wilson, ana Carlson (1980), the cost will
no dcupbt be high. The concept of synthesizing objects ana
representing textures as aggregates of objects is needed where high
ficelity 1s requirea Tor effective training. Perhaps nap-of-the-earth
flying or low-level bombing will have such requirements. The cost may
tinen be justifiea.




Drawcacks--Object synthesis is in its infancy. No one knows what
figeIity 1s neegea for cost-effective training. As opject synthesis
matures, the methods shoulag be simpler and experiments will be
conguctec to determine the contribution to training effect. At this
time it is gifficult to justify sophisticateg object synthesis
mogels. Simple mogels such as fractaled ellipses for trees, polygons
for nouses and bridges, and cylinders for oil tanks seem to be the
proper level of use of this technique. All the DMA features can be
representea by such mocels if object images prove inadequate but the
cost in aollars ana time may be excessive.

3.2.4.3 Curveg Objects--In general, vector parametric bicubic
equations are sufficlent to generate a large class of objects with
curved surfaces. The theory for these representations and examples of
many objects generated from the representations are available in Blinn
(1978); Catmull (1974); Newman and Sproull (1979); and Rogers and
Adams (1976). A bicubic subdivision process is applied to these
objects just as to terrain surface patches.

3.2.4.4 Operations--Under ordinary flight circumstances, the
relatively small number of objects in an FOV will probably not add
more than 10% to the number of surfaces requiring perspective
transformations and subdivision.

3,2.5 Shadows

The realistic generation of shadows is an important factor in the
simulation of terrain contours and cultural objects. Shadows are
especially important as indicators of cultural object elevations
besides providing clues as to their three-dimensional structure. The
algorithm outline below describes the Honeywell approach to shadow
gerneration, which has its origins in the algorithm of Williams
(1978). However, the algorithm for generating terrain shadows is a
Honeywell innovation.

I. There are several desirable or necessary features in a shadow
algorithm:

1. Use a Honeywell-Catmull type subdivision algorithm,
rather than a scan-line algorithm, because of texturing
and other advantages.

2. Include shadows projected from objects lying outside the
Fav.

3. Small objects such as houses and trees should cast
relatively sharp shadows.

4. Far objects (clouds and distant mountains) should cast
shadows which are fuzzy close up but sharp at a distance.

5. When near surfaces shade distant surfaces, the distant
shadows should be fairly sharp but should not be
calculated using all of the foreground detail.




6. GOff-line calculaticns shoulc ce incorporatec to save time,

7. The shacow algorithm should be simple, quick, ang snoul®
possess the potential for future improvements concerning
unique shagow types.

II. Several factors should be avoiged or minimized:
1. Long searches or sorts for sun-space higden surfaces

2. Off-line calculations which determine shadows down to
patch resolution, creating blocky shadows

3. Shadows cast by curvea surfaces that are incorrectly
calculated when rectangles are drawn about patch vertexes

4. Some surface patches which resemble bow ties and create
ambiguities

5. Sharp shadow borders which create more aliasing problems

In this algorithm, five distinct types of shadows are considered;
each type 1s treated differently.

0 Type 1 shadows--shadows cast by stationary cultural objects
(trees, houses, cars, etc). These shadows can be calculated
off-line and stored as additional cultural features.

| 0 Type 2 shadows--those occurring on stationary cultural
? surfaces facing away from the sun. Sun-space surface normal
: calculations (off-line) will determine these surfaces.

| o} Type 3 shadows--these are also called silhouette or

terminator shadows. They occur only on patches containing
sun space silhouettes; that is, only on patches in which one
or more patch corner surface normals face the sun while the
others face away, or a patch which is partially hidden from
the sun by some other patch.

0 Type 4 shadows--shadows that fall on those patches totally
hidden from the sun by other patches. These shadows can also
be tagged off-line.

0 Type 5 shadows--those shadows cast by moving objects and
computed during real time.

3.2.5.1 Algorithm Outline--Shadows may be generated for terrain,
static, and moving cultural objects, either ingependently or in
parallel. The shadows can be cast by the sun or moon from any sky
position which is taken to be stationary throughout the mission
simylation. The generation of terrain and static object shadows is
accomplishea partly off-line and partly on-line, whereas moving object
shagows are generated entirely on-line.
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uclalizl SESCIIPLion--
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utt-uine Freparation of Terrain Snacow Lapeis--Tne first step
ir. simuiating terrain snagows is to Jive each of the dJiscrete
OMA mlssion area =ievations a Snaoow label, agesignating
roughly wnetrer eacnh elevation terrain point is or is not in
shacow. This is equivalent to getermining wnich points are
niucen from the sun/moon Dy some part of the terrain. This
srocegure is illustratea in Figure 28 anu giscussed below.

To avoiu error, it i1s necessary to obtain the UMA elevaticns
appropriate to the mission from one unifiec cata base. Tnis
1S pecause DMA files are arrangec in 19 x 19 sguare, anc

a mountain in ore square mignt cast a snacow upon terrain in
an agjacent square. Calculating shacows a sguare at a time
(rather tnan for the whole mission data base) woula leave
unshageg regions along sguare borders, and tnis is
unacceptaule.

It is assumea that the sun/moon is locatec at infinity so
that the shaacws are cast by parallel rays. To cetermine
whether an elevation point is hicoen behino some terrain from
the point of view of the sun, we employ a two-pass affine
transformation (affine because the illumination rays are
parallel).

In the first pass, four agjacent elevations representing the
four corners of a patch are transformed at a time; this is
gone for all mission patches. Once these points arrive in
"sun space," the sun space pixels covereg by the patch are
cetermined, and each coverea pixel is assignea a depth
(gistance) equal to the average of the cepths of the four
patch corners. In addition, if a patch cornmer lies in one of
the coverea pixels, the pixel is re-assigned the cepth value
of the corner point.

The affine transformation is simply that given by the matrix
transfomation from worla to eye coorainates, gescribed in
supsection 3.1.3 of this report. Pixel size in sun space
would iceaily De much smaller than the maximum projectea
aimensions of a typical patch, but storage constraints limit
the pixeis to those just small enogugh not to introduce
aistracting errors. Based on our experience in generating
pictures with Catmull-like algorithms, it is assumea that
four pixels per polygon (on the average) are regquirea
although future specific tests of the most appropriate !
sun-space pixel size are advised.
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ATTET an afrine cransformation, patch Simensicns wiui Ge ACIE
ST 1eSs eQual Over Uhe =nt.re sun-space '"screen," al.iowing s
ShAToIm pixel size tnrougnout. iflote: there 1s no pnysicail
suN-space screen--1t is only a matnematical spstraction.)
foweve., ali vertical pixel cimensions will oe scalec
accoraing to the altituce of the sun/mocn, in proportion to
the cosine of tne altituoe; that is, in proporcticn to the
verticays oimensions of tne patch projecticns on the sun-space
screen. Tnis ensures proper resclution oy scaling pixels so
tnat the ratic of their vertical to norizontal uimensions
approximately equais tne rtatio of patch gimensions in sun
space.

To cetermine whicn pixel centers are covereo, eitner of two
tests can be empicyec: the Tirst apprcximates the patch
projection with a rectangle enclosing tne four vertexes. It
1s fast (Zz aads per patch) but slightly imaccurate. The
aiternative approximates the patch projecticon with a polygon
constructec from the patcn vertexes. It 1s much slower (52
4aas, 24 mulitiplies, 8 aiviges per patch) ang more accurate.
A singular gefect aof this alternative is that it occasionally
misses so-callea bow tie polygons (see Figure z6). Because
of this potential error, anc because the rectangle
approximation is probably sufficient, the simpler ana faster
rectangle test is preferable. To accommouate those who mignt
wish to test these alternatives in tne future, a orief thecry
ana computational estimate for both tests are proviceo in
Figure 5.

After the sun-space pixels have been assignea ageptn values, a
second-pass affine transformation of vertexes .slevation
points) is made, exactly like the first. 1f a vertex falls
within a pixel having a lesser cepth value, tne vertex is in
shadow; Gotherwise, the vertex is not in shagow. It is
convenient to transform four vertexes at 3 time so that the
surface patch as a whole can be assignea a shacow lapel. If
ail four vertexes are in shadow, the patch is given a shagow
tapel. If nane of the four are 1n shagow, no lapel is
assiyneu. 1f ore, two, Or three vertexes are in shaoow, the
patch is yiven a special "shauow borcer" cesignation ana the
specific shaceg vertexes are aisg aesignatea. Finally, eacn
vertex that pelongs to a shagow border patch is assigneg a
rangom integer "x,"” where 14& x £ 10. 1t is essential that
a vertex shareo by adjacent patches have the same integer
regaraless of the patch that it belongs to. Figure 20
contains an estimate for the number of off-lime operations
performed in the preparaticn of shagow labels.
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Rectangle Test Procedure

1.

Given four vertexes in sun space, determine maximum and
minimum x and y values (x, y are sun space screen
coordinates).

Assign z-values to pixel centers inside the rectangle.

Total Operations: = 22

Total Time: 22 x 0.38 usec x § x 106 patches = 42 sec

Polygon Test Procedure:

1.
2.

5.

Given four vertexes, compute equation for each edge.

Using a clockwise (or counterclockwise) ordering rule, assign
inequality rule denoting inside and outside to each edge
equation.

Determine rectangular enclosure {as given above).

Select all pixel centers within the rectangle for testing
by four inequalities and test.

Assign z-values to pixel centers within polygon.

Total Operations: 92 adds, 24 muitiplies, 8 divides

Total Time: 92 x 0.38 usec + 24 x 12.7 usec + 8 x 14.6 usec x 5 x 108

=42 min

Figure 29. Rectangle anc polygon tests.




There are several operations involved in obtaining shadow labels. By far the most time-consuming
are the two affine transformations of the mission data base points. The remaining operations
are insignificant in comparison, and can be ignored.

One affine transformation consists of a (4 x 4) matrix multiplied by a 4 vector. It requires
at most 16 multiplies and 9 adds.

16*11.2 us = 0.17 msec
+ 9 *0.38 us = negligible

+ 1/Q avg._= 1.0 mseg
1.19 msec per transformation

There are two passes of theﬁtransformations. Each point is redundantly transformed four
times, and there are 5 x 10“ data points.

Total time = 1.19x 103 x 2x4x5x 108 = 13.2 hes

Note that special-purpose hardware used for the perspective transformation during
realtime could be used for the affine shadow transformations off-line, thereby
reducing the time considerably.

Figure >0. Off-line shaaow label operations.
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Real-Time Generation of Terrain Shadows--Ouring the mission

sImulation, patches that have no shagow label will be left
alore, ana will ce illuminateo according to the method
explaineg in supsection 3.2.1. Those patches with a shadow
lapel are entirely shacea; that is, the intensity of the
entire patch is made ambient appropriate to the constraints
of weather and training effectiveness. In other words, the
intensity is arbitrary and can be set at will.

The only patches requiring significant computation during
real time are "shadow border" patches. These patches undergo
fractal subdivision in the same way as is done for terrain
texture. Uncer the best conditions (overcast sky or sun at
900 altitude) there will be no shadow border patches.
However, when the sun (or moon) is low in the sky, the number
of 100-meter square areas (patches) containing shadow borders
may amount to a significant fraction of the total number of
patches in the mission cata base. For typical terrain, it is
assumea that this fraction never exceeas 1/100, and is
usually on the order of 1/500.

Shadow borger patches are of three types:
1. One vertex in shadow
2. Two vertexes in shadow
3. Three vertexes in shadow

As with texture border patches, a "false" elevation of "1" is
assigned to each vertex in the light and a "O" is assigned to
each vertex in shadow off-line. Using the random numbers
assigned off-line, and a single shadow fractal look-up table,
a rough false surface is manufactured during the subdivision
process. When the average false elevation of a subpatch is
greater than one-half, that subpatch is assigned its ordinary
reflectivity. when it is less than one-half, the subpatch
reflectivity is decreased so as to shade it. Based on the
operations estimate on texture, the operations necessary for
terrain shadowing are:

Typical Case: 1/500 number of patches; fractal
subdivision in parallel with all other subdivision
processes (see Figure 19).

Worst Case: 1/100 number of patches; fractal
subdivision in parallel with all other subdivision
processes (see Figure 19).

It is important to understand that the off-line and real-time
terrain shadow generation techniques are entirely independent
of the other AVSS algorithms, and can be eliminated or

incluged at will. Also, some future experimentation must be
conducted to create the most suitable fractal LUT for shadow
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poraers. It may even prove profitable to investigate the
application of specific shadow LUTs for each terrain texture
type, rather than just ore.

3.2.5.2 Static Cultural Object Shagows--Cultural objects will be
represented either as video images or as collections of polygonal and
curvea surfaces. Vigeo image shadows can be obtained as additional
viceo images. Thus a tree shacow would be stored as a video image
along with its tree image. The shagow image distance would be
assigned a priority bit so that, when placed at some surface location,
the surface would not occlude the shadow.

Static cultural opject shadows involving CIG surfaces are of two
types: those occurring or cultural surfaces facing away from the sun
and those occurring on surfaces cast py the cultural objects. For
polygonal objects, an on-line dot product test of surface normals with
the sun vector will determine whether a surface is or is not facing
the sun. If not, such a surface may be assigned only an ambient
intensity, and zero reflectivities, as are all surfaces in shadow.

Case shadows are assumed to fall on flat surfaces. This makes
calculations much easier and is sufficiently accurate since locally
the curved terrain surfaces are flat. Because the sun is in a
constant position during the mission, all such cast shadows can be
calculated off-line and stored. The easiest method to produce cast
shadows is to project the object a polygon at a time onto the flat
surface. Each projection of a polygon is then a shadow polygon
itself. The collection of all shadow polygons from a single cultural
object is the shadow of the cultural object.

During real-time image gersration, these shadow polygons can be called
up for display, and just as with ordinmary polygons, they can be
assigned positions in object space. Shadow polygons will also receive
priority bits, so that when their Ze and the surface Zg are very
close, the shadow Zo will be assigned to the pixel.

Depending on the polygonal cultural object, some of its surfaces
shoula not have projected shadows calculated. For instance, a
flat-topped warehouse will produce shadows from only two of its side
surfaces.

The display of polygons representing either cultural object or shadow
surfaces is analogous to the display of terrain patch surfaces in that
both are subdivided until they are pixel-size elements, at which point
enclosing rectangles determines pixel coverage. However, cultural
object polygons can be linearly subdivided in screen space very
quickly; this is the method suggested for their display. Note that
getermining the pixel caovered by cultural object polygons is not
efficient if the enclosure test uses the polygon eages themselves (see
Figure 29). This is especially true of the typically small polygons
which compose a house or car, etc.
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Julveu 0Ljects will project curveu snacows. These shacows are to ce
wetirea off-11ne for a given sun/moon position for each curved

wLJeCt. LU 1S suggested that only simple curvea forms e usec
\sprieles, cylincgers. cones) ocecause the.r affine projections onto flat
surfaces involve only straight line segments anc ellipse segments.
Thus, knowlng tne equation of the curvea objects, the equation of
their projections may De ceterminea py projective geometry. From
these equations, control points may ve formea anag thus cubic curves
may ue usec to cefinme the shadow bouncary (see Rogers ana Agams
(1976); Chapters 4 ana 5 provice agetaiis).

Moving objects shoula be moceleg as collections of polygonal surfaces
since curved surfaces make real-time shaagow generation aifficult. As
with static cultural objects, moving-object snaaows wlll be generatea
0y an affine projection to a flat surface, one object polygon at a
time but in real time. Assuming cnly one or two moving objects in an
FOv, each composed of only a few cozen polygons, less than a huncrea
affine transformaticns woula be requirea per frame time. The haraware
for tnis transformation woulic De available because it is icentical to
part of the perspective transformation haroware (the matrix

muitipiy,. Consequently, cost and computation are minimal.

Auvantages--It should be notea that terrain shadow genmeration is
inexpensive because 1t employs the same bicubic methods off-line as
aie usea for terrain patches. It also contributes to a unifiec scheme
for the simulation of the real worlao and represents only a minor
inciease in complexity. Lastiy, the vast majority of calculations are
mage off-iine, reserving only the most necessary terminator
caiculations for real-time calculation.

Disauvantages--Because of the bicubic surface ana the large
cnanges 1n siope, the terminator may appear wavy regardless of how
fuzzy i1t is. If this 1s the case, some special pre-processing may be
necessary. Ffor example, the shaaow elevation(s) could be averagea
wlth thelr neignhbors.

3.2.6 Special Capapilities/Considerations

5.z.6.1 Lights--

Point Light Sources--Point light sources must appear as small as
possible but also must not display aliasing artifacts. This object
can be met Dy treating each point light source as an approximately
pixel-size object with a Gaussian intensity cistribution. Since the
point csource is cefinea to appear the same from all angles, the
Gaussian aistribution 1s inuepencgent of orientation ang is a function
of aistance only. Figure 31 illustrates a typical point light source
represenced uy three concentric boxes (pyramid) approximating a
Gaussian aistribution, superimposea on a gric of pixels. Note that
the pyrimia shifts transliationalily across the screen as the point
source moves, but never rotates.
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Figure 31. Point light source pyramia: approximation
to gaussian cistripution.
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The @xaCt Pyrlamic wimenslons must ue speclfiec after some perceptual
TeSis, Lo minimize artifacts. The pyramic lrtensily uecIeases as one
Gvel une sQuate of tre uistance (i/u4). The intensity can oe

zguatewu to the lntegral of tne Gaussian. This integral is
psUPOItichnal Lo any of the uox heignts. For example, at one aistance,
tne concesntriC oox neignts might oce (5, 2, 1). At some cleser
ulstance tney woulo ve agjustea to, say, (i0, 4, z). Thus, the
heignts are ail acjustec proportionally.

Tre gistance usec for tne intensity computation is precisely
l ¢ e i/2
(Xe + Ye + Ze)

Again, nowever, perceptual tests may inaicate that this factor can be
approximatec with a less costiy function. 1inceea, it 1s possitble that
tne .ntensity tunction may be upoatea every few frame times without a
noticzavie fiicker. Tne aistance factor aiso appears in sutsection
5.2.6.4. It 1s approximatec there by Zg, so the same convention is
useu nere.

Occultation of point sources is best hanclea by treating just tne
occultation of the point itself, not the pixel-size object
representing 1t. This reduces z-buffer compares ana perspective
transformations as well as more realistically proviaging an immediate
unset or offset of the point source.

Extenueo Light Sources~-Extenoea light sources are of two types:
girectional ana non-uirectional. Non-girectiomal (that is, isotropic) -
iignt sources are easily mooelea by associating a constant intensity
with the surface wnich serves as the light source structure.
Directional light sources, like searchlights, can be modelea Ly a
surface whose intensity cepends on the cot proauct of its surface
normal vector with the viewer vector in object space.

Rotationai ana Flashing Capabilities--Rotating a airectional light
source 1s simply a matter of making the surface normal of the light
source rotste; that is, programming the vector normal position as a
turction of time. Similarly, the rotation of an object (such as a
searchlight peam) can oe pre-programmec. A flashing light will have
LTS intensity programmea as a function of time.

5.2.6.2 Translucence--There are three categories of
computer-generatea translucence effects:

i. Atmospheric effects--incluges rain, snow, haze, fog, etc. |

<. Translucent objects--includes clouas, plumes from g
smokestacks, aust raised by vehicle movement or explosions, ,
anc SMOKE. ;
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5. "Face-ir cojects"--oralnary cultural opjects that are
Geslgnea to fawe grauuaily into the scene by appearing
Ltnitlally as pixel size anc hignliy transiucent, with the |
LransluUCence Lessening as the oojects move cioser to the
viewer. This specialL Torm of anti-aliasing heips avoia tnre
aistraction of cojects which succeniy appear on the screen
when they reach pixel aimensions. The aiternative is to
present culitural objects at a subpixel level, wnich is
simpler but not as cepencable Lecause subpixeli-slze gojects
wili not be accurateiy antl-allasea, pernaps leaGing to a2
"jumpy" appearance. Since an gopject 1s aistracting only when
1T pops on tie screen with a high contlast reiatuve Lo Uhe
Dackgroung, the special application of translucence shoula be
of pramary concern in the moageling of extenceo light sources
at night.

In tnis case, the vark background makes tne treatment especially
simple. When greater than pixel size, an extenaed source can te
assigned a constant intensity, anoc when less than pixel size, it can
pe treateu as a point source, wecreasing intensity as 1/r4, or more
cneaply, 1/Z§.

The Basics--Given a scene which contains an object partially
ouscureu py some meaium, the following relation holas:

S(bh) + T(BO) =B

where -
B = brightness of the obscured object

bh = brightness of the obscuring medium
Bg = brightness of the object without an obscurant

T = transmittance of light (how much light passes through
the megium as a fraction of 1)

S = saturation = 1 - 1, amount of absorbeu or scatterec
light
Tnis 1s callea the translucence relation.
For example, given a uright ubject with Bg = 150 ano a dark cloud

(B = 20) that transmits 30 percent of the light inciagent upon it,
tne apparent brightness of the cbject will be:

(L - 0.3)c0 + (0.3)150 = 59
for an object at aistance r, T = €T, where o is callea the

"extinction coefficient" and represents the fraction of light lost
when passing through some medium of thickness r. i

The apparent b. ghtness of an object viewea through the atmusphere or f
any other opscuring megium is (after substitution): j




-Jr

-1T )

5 = g8.e

o +5h(l-e

where

8 = apparent brightness of the object viewea thrcugh a
scattering meaium

B, = object brightness viewed at zero distance (or
equivalently, with no scattering medium)

Br = sky brightness

o = fraction of incigent light scattered per unit volume
of megium

r = distance from viewer to object

Tnis relaticn 1s the cure of alil transiucence effects since it holas

for aii waveiengths ana materials. In tne enc, tnerefore, oniy bBg,
Bpy ang T, OI equivaientiy, Byy Bbpy 0 @nC I, are neecec.

Lerivation of tianslucence: Wwhen light is incivent upon some small
voiume of a mecium, part of the light is scatterec equally in all
girections, part passes througn the megium.

The 1ncicent 1ntensity is gecreasea 1n proportion to its magnituae;
that 1s, a lignht twice as intense will loose twice as much to
scattering:

al

ax
wnere ox 1s the thickness of the meaium, o is given above, ana the
minus si1g 1s present pbecause the intensity is decreasing.

= -lg

The soiution to this equaticn is
_ -OX
I-= Ioe

Now consicer viewing a black object througn the atmosphere (see Figure
32). The brightness of the black object can be founa by first
setermining how much light is scattered from the cone volume into the
eye.

A unit voiume will scatter 1gyo; therefore, the light scatterea in
all uirections by the volume eiement agx will be Igooox. This
wlil ce gecreasea oy e~ as it goes through the meaium. The
solic angie of the viewing cone is a/x¢ (steraocians).

Since there are 4n steradians for an entire sphere,

qﬁiz _ light scattered into the eye
4m X

Ioo ou:\xe-o
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E adx = VOLUME ELEMENT OF AIR (SCATTERING MEDIUM)
o= AREA OF VOLUME ELEMENT SEEN BY VIEWER

Figure 32. Viewing a black object.

Thus, the light scattered into the eye from the volume element
= Iocazdxe'cx

4nx2

Since brightness is proportional to the light reaching the eye per
surface area of the object, the brightness of the volume element will

be proportional to:

2, _-0x -0X
I o a“dxe -
0@ _Io goe df Ace~dx

42 4mx° !

Rl

where A = constant, since a/x2 = solid angle is a constant. Therefore,
the total brightness of the air from the cone in front of the black object is:

é Taoe™™dx = A(1 - &%)
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Tne Sky Origntness, By, Can UE oolalnec Ly piacing tne black ouject
al 1Nfinlly:

Ace™ax = A

3 = f
h ™o

d.tn 8. = A, the brigntress of the air in front of the black ooject is

1

Drl\l - E’Or) \

Four an aroitrary non-olack ooject of brightness By at zero wistance,
1Ts prigntness at alstance r equadls:

5 = Bye 9T + Br(l - e70T)

Translucent Oopjects--The categories are:

0 Atmospheric clouas, all types that ao not cover the entire
SKy ana are structurally autoncmous

0 Piumes of smoke or water vapor from factories or burning
objects

0 Dust raised by moving vehicles ana explosions

0 Exhaust from air vehicles ?

0 Smoke or spray from artillery or smoke pot generation.
Exothermic, non-exothemic, instantanmeous burn, finite burn,
point source, linear array (of smoke pots or spray).

To model these opjects usually reguires a rough igea of the opject
aimensions as a function of time D(t), the brightness of the opject
Bh, (for example, white smoke or black smoke), and the transmittance
T, 1n some cases, as a function of time. In other woras, it will be
uesirable to take into account the depengency of T on the extinct.ion
coefficient ¢ anc the optical aepth of the object (r). However,
some objects may be acequately treateo by assuming a constant T.

The algorithm for translucent ogject simulation assumes a Lase
structure on which a fiactalea surface is generatea. The base
structure can be alterea in time to grow, elongate, or stretch in an
arbitrary airection to simulate the expansion or diffusion of a clouw
of aust o1 smoke.

The pase structures can De storea or generated in a separate cata base

ang each structure cisplayea incepencently. To simplify optical cepth |
Calculations for multiple surfaces, a clouo or puff of smoke can pe \
mogelea inwarc froman enclosing oase structure (see Figure 33).




Atmospheric Clougs--hooifications of fractal tecnnigues

SMNCULG LE POwWeITUl £nougn to MOGEl Mmany Ciout Lypes. Beyono
the simple vase structuie tachnigue, sOMe ClouGs can Dpe
moueleu 1n the same way tnat Fournier MOCElEG 1S1anGS;
intersecting a plane surface witn a fractaiec surface. oy
Jysing non-Gaussian aistrioutions, absolute values af
Gistributions, ang distortions in transformations, we will De
aole to surpass the confines of pure fractal simulaticns.

Plumes of Smoke or water Vapoi--Piumes from factories vary
enoImously Qe Noing on lLiterally gczerns of factors. An
accurate mogeling is achievaple with pernaps a mcnth's
effort. A cruce mogeling that can pe cone aimost immeaiately
simpiy employs a base structure resembling a curvec truncatec
cone, which is fractalea to appear puffy.

Translucence woulo be mooeled as a function of the aistance
along the parametrically-cefinec plume. Thus, the cloug
woulg aisappear graaually.

For IR views, a plume is often very bright at the smokestack,
aimming at successively larger ogistances. For this effect,
intensity can be changeg as a function of agistance.

Dust, Exhaust, Smoke--Military anc weapons effects are
aiscusseg 1n subsection 3.2.6.6; more details on smoke ana
water vapor translucence properties are contained in
subsection 3.2.6.4.

O T

LINE OF JIGHT THROUGH LINE OF SIGHT THROUGH AN ENCLOSING
A CLOUD INTERSECTS BASE STRUCTURE ALONE INTERSECTS
SEVERAL SURFACES. ONLY TWO SURFACES. NOTE: THE BASE

STRUCTURE IS NOT DISPLAYED: ITIS
ONLY USED FOR AN OPTICAL DEPTH
CALCULATION FOR VISIBLE PARTS OF
THE CLOUD.

Figure >3. Mocering clouas for optical aepth.
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J.c.0.2  MOVIMG MOGELS--cIOVING ODJECLS

PreceleImineG Alrcrart Motlion--A tnree-cinensicnal aircraft patr
Call U8 GeSCLILLEC Ly a Lime-cepenuent pesiticn vector:

s ity

Pit) = Pux(t),ylt),zwty)

where x,y,z are the worlo cooroinates ang t = time = parameter, anc oy
ah aircratt oriertation vector:
—t

Ouxit),y(t),z(t))

-
A precise knowiecge of O aepenas on an explicit mathematical
unaerstanaing of aircraft attituce for arbitrary paths, velocities,
anu accelerations, not to mention expected piiot maneuvers. because
of tne complications innerent in spec;fying'ﬁ'anc P for complex paths,
preceterminea aircraft motion snoulo be appliec only to tne simplest
of paths, such as circles anag straignt lines. 1In this way,TTano F
can be storea as simple vector parametric functions, rather than &as a
ialge cosilection of precomputec polnts, ana the functions can ke
easily evaluateo in real time.

in air-to-air combat scenarios, it is suggestec that the enemy
aircraft ve representeg symoclically. Because cf the relative speegs
1nNvoLivea, 1t 1S unnecessary to try to represent a small object with
curveu o1 flat surfaces. The orientation of flight surfaces can e
representeg by straight, narrow lines whose contrast with tre
oackgrouna is a function of weather ana perceptual conagitions.

Pregetermineg Grouna Vehicle Motion--Groung vehicle motion is
QULLE aifferent from aircraft moticn vecause P ana O must obey the
zonstraints of the terrain contours. Rather than specifying x(t),
y\t), z(t) for the path, it 1s easier to specify x(t) anag y(t) ana
supstitute the x anag y values into the bicubic surface esquation to
setermine z(t). Then (x, y, z) can be storec off-line for each frame
wosition anc calleg up curing real time.

An aroitrary curvec path over arbitrarily curvec bicubic terrain
pDatcnes can be constructeo off-line as follows:

1. Draw (by nana) a rough curve over an (x,y) terrain msp to
inaicate the venicle path anmg starting ano encing points;
provice the venhicle speec.

2. Determine the intersection coorainates of the path curve witn
tne (x,y) gria lires. These latituce-longituce griag lines
corresponag to the bicubic patch eaoges.

3. Substitute each cooruinate pair into the corresponging

uvicubic surface equations to getermine the intersection
elevations (z).
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USLMY UNE LA,y,Z) COOIQLINales af JCril. Juinls, JuMsStIiuct 5
VECTCT JuliC 3ELing S0 tnal =alCl 3ullale Datén wihiilri Contasns
Sart ol e vENLSls Lalrln nas 31n a330Ciatéc vellCI TULIC Culive
Jerinec

—

CARJ = (X\P/ s\PJ 2\PJ

[¥3)
[0}

wNEILe p = palafelel, and A, y, Z o€ ali Cul«CS 1M p.

Tne Cculve ZConfa.icl 1N 2ach patcn nas engpeints at ¢ = & anc
p = 1.

IT 1S 4sSSuUMed Irol Lrne vehllis wi.. MOVE 3T a CoNStant
VEiLCLLly, Uhal .35, .U wisl MOVE 2QUa3s 4IC-i€NGLNS €3CNH Tlalé
time. Off-iine, Ure total arc-lengtn af eacn patcn curve
Wlll C& GEL&IMmlleL Cy NUMEILiCal.y integial-ng The Tolicwing
gxpressicn:

. z Z z

. ‘ ox oy az

s = 310 iength = [ [ = ==
2 9 o VQ;&J ap ap

Witn tne velcoclty, getermine tne aistance (As, mcvea in
1,20 seconc. Then cetermine s/As = numper of As
interva.is 1in s.

Eventually, (x, y, z) will be neec:o at arc-lengths of O,
As, ZAs, 3As, 44s...s, giving the venicle position

each frame time:

G|lis20|2/30 |3/30]

=0las | «as [38s |etc

Tnis gives x(p), yip), z{(p); but x(s), y(s), z\s) are neecec.

[N
Il

However, the analytic relation between tnese expressions 1s
a.fficult. Therefore, numeric methoas will be employea.

Numeric method:

a. Sample the parameter p at O, 1/2<0, 2/23, 3/20,...15/20,
i. (The number zO0 is arbitrary).

U. Using the arc-length integral equation 20 times, finc
tne arc length for each p-valueo segment:

1720 2740 1
sip=0,p=1/0,etc)=J , J ,.... B
0 1/20 15720
C. F1t a curve to these points anc then sample the Vel

bk

w o
@

equal As 1ntervals, where the number of sampies
patch = s/As.
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Going vackwaras, eacn As will correspong to some p value,
which in turn can be supstituteg into x(p), y(p). This gives
tne vehicle (x,y) position as a function of time (or
equivalently, arc length). For eacn (x,y) pair, substitute
into the bicuoic patch equation to fina (x,y,z). These
vaiues shoula be storea off-line as pgints.

C

Notes:

o With a 60-Hz refresh rate, the same position is useag for two
consecutive frames. A one-minute simulation woulg require
storing 60 x 30 = 1800 positions but a longer simulation is
easily obtaineo oy closing the pregeterminea vehicle path ana
1ooping pack through the oata.

o To avoia having As intervals overlap patch corcers, the
nearest integer to s/As can be usea, giving only a slight
velocity aiscontinuity at borgers, Tror example, (40 mps —»
40.08 mph).

0 The greatest amount of off-line expense is incurreq by having
to cetermine the path. Ostensicly, the computation of 20
integrals per patch seems time-consuming, but in step 5, the
integral from zero to one can be composed of 20 rectangular
sections, so that each of the integrals in 8b can be taken
immegiately as those rectangles; for example,

1/20
J f(p)ap = f(1/20) x 1/20
0

Vehicle Orientation--Vehicle orientation can be specifiea by two
vectors: a surface normal vector and a vector tangent to the
vehicle path (V{). Rather than take gerivatives, these vectors can
ve approximatea with no loss in realism.

- - —
A ORI U O U UR U U
As

N = Vz.x W
—
where W = vector tangent to the surface and more or less perpencicular
to V.

The tase~-point cooraoinates o_f_'w’ ana 7/2 are equal. Without proof,

the engpoint coorainates of W = (x,y,z), where specifically:

X = -\[Zﬂnz/xmz +1) o= Yie] = Y4
‘ 141 T
y = VZS/(m‘ +1) + ¥y

4




Tne value of z can pe founa vy suostituting into the bicubic equation
Tor tne surfacg patcn. {The factor of <5 1s arpitrary anc cetermines
the Length of W, wnicn shoulo oe short enough to be an accurate
cepresentation of a tangent rather than a secant but not so short that
computer errors preaominate.)

To summarize, for a vehicle maoving over a given patch, position ana
orientation information wiil be calculatea off-iine ana storea, for
pregeterminec motion.

Interactive Vehicle Motion--Interactive aircraft motion consists
of position anu crientation being updatea each frame time uy an
interactive control mechanism ana operator. This information is fed
tu the screen space of the trainee anc processea Just as any other
surface information: with intensity computea, z-buffer, ana
anti-aliasing appliea.

In the resl worla, the orientation of another aircraft may be sighted
at a great aistance because the human eye is especially sensitive to
iinear features. In these cases, the simulation of such resolution is
not ootainaple by simply averaging the aircraft intensity cver a
pixei. There are two potential solutions.

The first, anu simplest, is to mocel the aistant aircraft with a
several-pixel length "stick model" whose flight surfaces show an
obvious orientation. For high-speea combat, this may well be
avequate. We believe this model shoula be attempteag first. The
secono solution involves a high-resolution projection system which
woula have to be specially designed and acded to the flight
simulator. This would incur consicerably more expense and should be
consicered only as a last resort.

Interactive grouna vehicle motion is constrained to the grouna
surface. The interactive control mechanism provices (x,y) position
information girectly each frame time or ingirectly through velocity
ana airection information. Given the (x,y) position, the z value can
ve aeterminea by substituting into the bicubic equation of the surface
patch containing (x,y). To know which patch the vehicle is on, a
search must be mage through some predeterminec list of patches, which
1s not too large. It follows that knowleage of the possible patches
across which a vehicle will pass must be provicea off-line before the
mission is run, and that the bicubic equations must be known for each
of these patches. The latter information can be obtained as soon as
tne bicubic coefficients for the patches are determinea off-line (the
bicubic equations are completely determined by the bicubic
coefficients). It so happens that, with a bit of manipulation, the
coefficients can be obtaineu from the register squares, so that a
grouna vehicle area may be determinea after the mission data base is
formea, this 1s just a less efficient proceaure.
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venicle orientation is aajustea each frame time by the metnoc
LESCIL1LEG 1n the previous subsection on precetzrminec ground vehicle
olrientat_.on. This requires an aoaitional supbstitution into tne
olcublc equation. Thus for each frame time, two substitutions must be
mage. These operations constitute the majority of computation for a
vehicle traversing arbitrary terrain. The few aozen multiplies
involveu are trivial in comparison to the other system computation
rates.

when fractal perturbations are acged to terrain surfaces, they will be
smail enough to not aiffer from the vicubic elevations significantly
where vehicle motion occurs. Thus, for example, a tank will not
appear naif-buriec in the terrain, or floating acove it. If some
particular textural effect 1s a high priority anao can be obtainea only
by using iarge fractal ceviations, a special processor can be
implementea to aisplay intensities accoroing to the perturcec surface
normals wniie using unperturbec elevations for the surface aisplay.
This is analogous to Blinn's (1977) methog. This alternative is
availabie but is not solicitea for implementation because of the
aaditional cost ana complexity.

5.2.6.4 Atmospheric Effects--Atmospheric visibility is mooelea in
accoraance with the translucence relation:

8 = Boe-or + Bh(l -t )
where
B = sky brightness
Bg = object brightness with a clear sky
B8 = total brightness

gistance between observer and object

"extinction coefficient"; represents the fraction of
light lost

The sky brightness, B, is calculated as follows. Bp and ¢ are
determined off-line with o depending on the weather. By and r are
geterminec each trame time for each pixel corresponaing to the terrain
ana cultural object data base. B is then found for each pixel each
frame time. Some calculations may be avoided by employing an LUT
containing Tt = e~9T for various r ana constant o, which is

constructea off-line and is weather-gepengent. The table would
contain z56 values of t in equal increments, ensuring a continuous
range of orightness.

T




Tnus, the procecure is to ootain g for a given mission ano construct
tne LUT off-l1ine. Then, ouring real time, consult the table for each
poiyyon clstance (rJ, finu T, ana plug into tne translucence

equation to finu the final object urightness.

o, or equivalently T for various r, is available (Duncan, 1580)
for conoitions of haze uncer all numigities, sea ana lana fogs, light,
meuium, ano heavy rain, ana snow for the following banowigths:

Visual = 0.4 to 0.7 um
LLLTV = 0.8 to 1.1 um
FL1R 8 to 14 ym; (3 to 5 um sometimes)

For aouitional realism, the sky itself can be mogelea as hazy along
the horizon with viceo techniques. For example, a simple sky
pnotograph would be used as a background for all computer-generated
imagery. It would only have to be rotatea ano translatea in real time
to accommooate ail perspective scenarios. Note that this tecnnigue is
especially realistic ano can even hanale night skies with the stars
appearing in their proper locations.

Altituge-depenuent visibility effects can be modelea to any of four
levels of oetail. The first and crudest simply ignores such effects
ang assumes a homogeneous isotropic atmosphere. The fourth level
incorporates both isotropy and homogeneity effects, ana the second and
thira levels incorporate one of the two effects.

wonsicer, for example, that mountain peaks generally appear clearer
than mountain pases. This can be simulated by substituting a
fictional observer-object distance (rg) into the translucence
equation, where

If
g(zy)

r - g(g,)
some function of the object elevation; depends on
sensor and weather

The above is a particular isotropy mogel.

Now, consicer that an observer on the grouno would use a different
r¢ than an observer at some arbitrary altitude. Thus, a more
realistic (ana expensive) view woula result in

If = T - @{Zygs Zyp)
where

object elevation
pilot elevation

40
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Liouus--Tne merits of two types of cloua mocels will be !

UlSCLSSEG. However, no one methoa is incicatec as Lest because future 1
tests are requirec to accurately cetermine their technical

feasibility, cost, ana perceptual qualities. !

|

) L. As an extension of terrain texturing, fractals suggest 1
themselves for clouags. For example, a puffy appearance may

be generated by using absolute values in a fractal LUT. This

can be superimposea as a perturbation on ellipsoids to

generate cumulus clouas, or upon a flat surface to generate

an entire cank of clouus.

Alternately, imagine creating a fractal surface on a flat
surface of large extent. LIf the perturoations are arrangea
correctly, some will be above the flat base surface, some
velow. By cutting out those below and assigning a uniform

- white to tnose areas above, a partly-cloudy sky surface can
te manufacturea. This is potentially reslistic anc it would
employ the same hargware used for terrain fractals.
Unfortunately, it woulo pe time-consuming because of the mass
of acaitional perspective transformations incurreda. This
coula be reducea by taking agvantage of the coherence of the r
tlat, cloudy sky surface anao subaivioing in image space;
however, special image space haraware would then be requirea.

2. Vioeo methods show some promise in making both individual
clouus ana clougy sky surfaces. The former can be treatea by ;
taking static photos of the clouas requirea for any weather
scenario and piacing them in the mission data base. The i
perceptual approximation of keeping the same cloud face i
towara a pilot flying by may be sufficiently real to employ.
(A vigeo tape of trees passing by with the same face always
to the viewer has been examined and appears to be
acceptable). With this approximation, only screen
translations, rotations, and magnifications woula be needed.

With a clouay sky surface, an additional operation of
"perspective magnification" woulo be neegea. This is where y
closer parts are magnifiea more than distant parts; it is ‘
equivalent to a perspective transformation. An algorithm for
this process 1s uiscusseo in Catmull and Smith (1980). This |
algorithm woula probably require special real-time hardware.
Tne great aavantage of video clouds is their realism, their
applicability to all clouo types, ang the ease with wnich
they may be made translucent, since they are simply a video
overlay of terrain or sky imagery.

3.2.6.5 Sun/Moon--Mogeling the sun itself is accomplishea by creating
a uniformly bright circle ana placing it at a constant orientation
with respect to the world. Similarly, the moon and various phases of
i1t can pe createc and appropriately placeac.
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Ouring the aays of low irragiance (overcast skies), the illumination
1s partiy 1sotrocpic ano partly airect (Stenger, Dungan, ana Reynolcs,
1¥7y; Steven anc Unsworth, 1979) ang can be approximately mocelea by
agjusting the amuient intensity. The moon's illumination of the
cioualess earth at night is insignificant unless the moon is gibbous
or larger. In such cases, terrain surfaces can be modeled dimly in a
manner analogous to the sun illumination scheme. The only difference
is that all surfaces will be mage colorless since low light level
human sight is insensitive to color. Color effects on terrain at
sunset are relatively easy to ada, simply shift the relative amounts
of hue towaro the red.

3.2.6.6 Weapon Effects--Explosive effects, flashes of colored light,
etc, can pe mogeled as a succession of objects with each object
lasting one frame time and the entire explosion lasting no more than
1/10 secona. Each surface of the object would be assigned a specific
intensity ano would be ingependent of the usual object-intensity
calculation. Therefore, each explosion woulo be perspectively correct
ang connectes to a specific point on a surface element. It wouldg be
visiple only 1f no terrain or cultural surfaces occluued it.

Smoke ana dust clougs, whether generated by smoke pots, grenades,
artillery obombaroment, or fire, can be simulated by translucent,
fractalec objects which grow or elongate according to wina
conaitions. Making the puffy smoke appearance change in time can be
gccomplishea by using a time-aependent fractal LUT.

Object change can perhaps be mogeled by video techniques, as can
certain objects, but computer-generatea gamagea cultural objects can
also ve manufacturea. Simple crater or bomb blast effects would be
among the list of objects representing weapons damage where, depenaing
on the object or terrain struck by a projectile, a given damagead
object woula be placed in the aisplay. Again, the state of the art in
video imagery aoes not allow us to predict the feasibility or expense
of its implementation.

The great difficulty in simulating weapon effects is not that they are
dgifficult to simulate, but rather that an overabundance of reference
material is available on particular effects and the time spent in
researching several dozen special effects for a detailed simulation is
rather costly. See Zirkind (1978) and Ebersole and Vaglio-Lauvin
(1v80).

3,3 IMAGE QUALITY
To this point operational requirements ana imagery characteristics

have bteen coverea. The thiru part of this section aeals with the
image quality or the elimination of known artifacts which occur in
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present CiG euge-tasea systems, tc Ce consicerec aré anti-aliasing
ano 1mage complexity. In anti-aliasing, the concern is with
qguantizatlcn ang interlace effects.

>.>.1 Anti-Aliasing

An urainary raster image representation suffers from aliasing defects
oecause 1t aisplays high-frequency featuies via a lower-frequency
pulnt sampiing technigque. Wwhen objects move across an image, further
vefects are introauceo, such as the "jaggies" ana the flickering of
small oujects which are sometimes lost by the sampling process. A
ratheg elaborate anaiysis of aliasing effects may be founu in Crow
(1577).

Among the variety of anti-aliasing techniques which may be appliec are
blurring the image, sampling ano displaying at a higher resolution,
(convolving the image with a sine(x) function (or approximation),
githering, ang area averaging. Blurring the image is cheap because
one can simply cefocus the aispiay cevice, but it is perceptually
inaumissible. Employing a higher-~-resolution sampling frequency ana
display 1s very expensive, does not cure all static aliasing
artifacts, and is ineffective in treating temporal flicker ano
scintillation effects (Leler, 1980; Crow, 1977). Convolving the
1mage is perceptually agequate but expensive. Dithering technigques
rely on the temporal averaging properties of the human visual system
vy applying two simultaneous operations:

1. The projectea surface elements on the viewer's screen are
samplea at slightly different screen (x,y) coordinates each
frame time. These aifferences never depart from one set
screen position more than a pixel wiath.

2. The aisplay haroware shifts each pixel on the screen to the
sampling position useo in the previous operation (1, above)
each frame time.

1f this procegure is carriea out quickly enough, ano in an appropriate
manner over a pixel-size area, an anti-aliased image will be built up
because the viewer tenas to average quick, successive imagery.

Current display hardwaie allows a maximum sampling frequency of 60

Hz. Suppose opject intensities were samplea at only two different
screen locations ana aitherea corresponaing to the opposite corners of
a stationary pixel. The intensity at the first cormer would be
determinea at t = 0, the intensity at the second corner at t = 1/60,
back to the first corner at t = 1/30, etc. No flicker woula be seen
oecause the images fuse when presented at greater than about 25 Hz.
However, the sampling would be inadequate because only two samples are
taken. Aliasing would be reducea but not eliminated.
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Sampiing at four screen locations woulc reduce aliasing even more, but
tren a given sampie point woula uve refresheo every l/15 sec. In cases
wneTe a nign-contrast opject coverea only cne sample point, a
gistinctliy perceilvabie flicker wouid be seen. Therefore, regaraless
of tne number or aistribution of sample points, githering is not a

feasinle option.

The anti-al1asing technique chosen here is callea area averaging. In
its most rigorous form, 1t 1s equivalent to the convolution of an
i1mage intensity with some winoow (rectangular or Barlett triangular).
However, .U can De approximateo by averaging aiscrete sample
intensities over a pixel-size area.

An acaitional perceptual benefit of this technique is that apparent
resolution will be increasea. This is because below a certain angular
size, object size ang brightness are interchangeable; that 1s, they
are perceptually equivalent. Leler (1980) aiscusses this in the
summary of his paper.

3.3.1.1 Anti-Aliasing: Local or Global?--One of the most intensively
stuaiea issues in this stuay has been wnether to apply anti-aliasing
locally; that is, to certain small areas on the screen, or glopally;
to the entire screen. To apply local anti-aliasing one must know
which areas require it. In general, these areas contain high-contrast
features such as silhouettes, texture boroers, siadow borders,
cuitural oojects, ana point sources.

Lultural objects, texture, and shadow borders can be localized anag
treated accoraing to Duncan (1980). However, terrain silhouettes are
very gifficult to treat, especially when fractal perturbations are
aoged.

Now suppose those pixels requiring anti-aliasing were easy to locate.
if so, a gynamic memory allocation would be requirea. For scenes
containing many high-contrast features (for example, low-level flight
over bumpy terrain or any flight over shacec terrain when the sun is
at a low angle, or high-altituce flight over diverse agricultural
areas) as much as 10% to 20% of the screen woula have to be
anti-aliased. Clearly, the cost of such dynamic allocation would
exceea simpler static giobal anti-aliasing requirements.

Therefore, because of the worst-case requirements, because there is no
quack, straightforwara localization technique for silhouettes, ana
because each high-contrast feature woula require its own specialized
localizing technique, global anti-aliasing is preferreo. Neither
shoulo the potential importance of global anti-aliasing be
uncerestimatea for producing a uniform ana homogeneous image of
perceptually high resolution, as proposed by Leler (1980).




ciuw \1%61) investigatec many yifferent sampiings for anti-aiiasing.
A S5 x > partiett wincow allowea nc atlasing artifacts anoa a > x 3
paitictt wiNaOw showeG siignt artifacts with long, narrow,
nign-contrast specular features. Tests vy others at Honeywell revead
that ailasing pregominates at the along linear features pbut is not
@Speclally notable aiong 1Irregular borgers or in nighly-texturea
areas. For natural terrain ana oroinary cultural objects (houses,
10ads, etcy, a 3 x % cartiett winaow wili suffice. This is oecause
the precominant long, narrow, Ltinear features are roau surfaces,
raiircau tracks, ano agricultural vouncaries, none of which is of
especlaliy high contrast.

Tne window given py Crow 1is:

Lz 1
Tnese are the weightings assignea to each sample point intensity. The
weightinys are very nelpful in rewucing aliasing. Typicaily, a
non-weignteo rectangular winaow 1s not as 2ffective in aliasing
reuuction (Crow, 1581, Felioush, Lercy, ana Cook, 1580).

Recasl that 1n the olisplay aigorithm, pixel-size polygonal surface
elements are approximated oy rectangles. In general, these rectangles
wlll have a maximum oimension egual to a pixel ana a minimum gimension
somewhat less. The enciosing rectangles are always orientec with
sices parallel to the screen; that is, they are never rotated. Thus
in the case where a polygon eage coveres one of the "Zz" weights in
Lrow's winuow, the polygon will be approximatea by a rectangie which
covels at least one of the "1" weights. This recungancy can be
avoicea vy using a wingow like:

p 2

Vi Z
whnicn has no sige weights.

Since a 60-Hz frame rate is assumed, ana since 30 Hz is greater than
tne fusion frequency for temporally flickering lights, the above can
oe appliea by sampling three samples each frame time. At t = O, the
upper left, micale, ana lower right sampies woula be taken ano
averagea. At t = 1/60, the upper right, micale, ano lower left
samples woulo pe taken ana averagea, ana so forth, switching aiagonals
each frame time. This takes aavantage of the eye's temporal averaging
ano consequently reouces storage ano computation.




swall POLyyons can sometimes oe missea Ly the sampling pIocess anc so
effect a scintiliation of the polygon as it moves. Tnis effect is rot
present in terrain surfaces representec by many small polygons, but is
LN special cases like cultuial opjects that are of fractional pixel
uimensions anu of nigh contrast. The prooiem can be solvead oy setting
10r1zon ilM1tatlons on such cojects. For example, houses woula not be
introcuces until pixel size, ana even then they woulc te blendeg into
thne imaye vy applylng a Ze-cepencent translucence.

Lnteriace is not clscussea in cetail since a non-interlaceo raster
scan has cean assumec accoraing to the reguirements of the contract
stugy ocogectives:

Summary Procecure: 5 point averaye/pixel
3 points/frame

Jperations: (1024)2 x 3/frame time

3.5.« Image Complexity

The Honeywell AVSS simulator is designea to maintain a fast memory FOV
within a radius of 24 km, anu to access disc memory to upcate the fast
memory each frame time. Thus, the only information available to the
simuiator at a given instant is that information neegea for the
current FOV and the next few frames of potential FOvs. Because of the
nature of tne subdivision algorithms employeo, a minimum of
information is storea in the fast memory at a 100-meter resclution,
trom which an image containing arbitrary cetail may be calculated each
frame time.

The supdivision anu testing methoaology inherently maintains the
correct amount of scene resolution under arbitrary circumstances.
Transitions from one level of aetail to another will not be
perceptiule because a maximal pixel cimension is maintained for all
projected terrain ana cultural surface elements (patches or polygons)
anu these elements are anti-aliased.

>.4 DATA BASE GENERATION

Tne use of two cata bases i1s proposed. The first is the full detail
of the DA (1977) source gata, incluoing texture cata, terrain and
nydrographic cata, anc man-made features. This gata base neeas to be
enhancet ana reorgyanizeu for real-time scene generation. The aata
base procuced by reorganizing ang ennancing is the second data base,
cailec the mission cata base. The following paragraphs cescribe the
proceaure for enhancing and reorganizing the DMA data base to form the
mission cata base.
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Tie @.SS10Nn wata vase 1s constructea from tne worlou cata pase, as
snown . Figule 34. Oniy Tthe Lerrain ilkeiy TO O viéwed Qullng tne
training missicn 15 copleg to the mission Gata Dase. If tne training
scenaric starts with the stucent at a particular aitituge and
uistance, the flignt path can oe cefineg as being anywnere within a
COr11Goi. The mission @gata Dase willl then contain the terrain anu
cultural gata neeuec to gisplay scenes anywhere within the corricor.

This cata vase 1s automatically formatteg in a curveg-eartn coorcinate
System Decause tne worlo gata are storec in tne woric Geocetic

System. The mission qata base allows for mouification of iruivicual
features through the proceoures for texture synthesis anc for
1ngivioual opject representation auring scene construction.

Part of the proceaure in constructing the mission data base is the
procuction of regional cata olocks. A regional cata olock is formea
from le known elevations ana contains all cultural features within a
100-meter square. Tne four elevations ang the surrouncing 1z
glevations are useu to compute register squares. The aata block
contailns pointers to the lists of objects, linear features, ang
texture areas representing cultural data in the block (snown in Figure
>5).

3.4.1 Texture Region Representation

Tne yigital lana mass system (DLMS) cata base has coordinaces for
points on the poroer of regions of homogeneous texture; that is,
regions witn one SMC coace. The coorainates are in latituce ana
longituge offsets from a manuscript reference point. Texture regions
can be constructea from the ooundary coordinates by first converting
the bouncary representation to chain coce, then forming ana arganizing
ulocks in a quad tree.

The OMA states that the torder aefinition is not guaranteed to close
1f tne region oorcer extenus teyond the manuscript eage. In this case
closure will nave to be forced by following the manuscript ecge ana
creating the missing cooraoinates.

Tne DLMS cultural feature files contain cooes gefining the type ang
aoistripution of objects within a region. Distribution for a region
can ce usea to place objects in the region. To simplify the process,
a minimal surrounoing rectangle can be cefinea around the region.

This 1s a rectangle which touches tne extreme enas of the region.
Object ailocation within tne rectanglie puts an upper limit on the
number of objects while simplifying the boraer definition. As each
object 1s assignea to a latituce and longitude position, it can be
passea through the quao tree to see if it belongs to a cata block. If
the quaq tree scan faiis, the object is in the rectangle but outsice
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REGISTER SQUARES

CORNER ELEMENT
1 1
2 LIST OF OBJECTS
3
. TREE TYPE 1 x.2,2 |
o TREE TYPE2x,z, 2
16
[ J
[ ]
2 1 ™
2
2 HOUSE TYPE 1 x,y,2
o
® ®
16 hd
z
3 1 SHADOW 1 x,y,z |
2 |
3 : ‘
[ ]
[ J
16
4 1 :
2
3 LIST OF UNIQUE
. FEATURE CENTER LINES
16 POWER LIST OF x,y.2 f
LINE %
0BJECT LIST F
POINTER CANAL LIST OF x,y,2 i
LINEAR FEATURE . .
LIST POINTER . 1
SYNTHETIC TEXTURE
IDENTIFIER
MINIMUM x,z
MAXIMUM x,z

Figure 35. Regional cata block.
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tre iegloh Dounuary. when the object coes fall insige a gata black,
the ouject's ciuevation 1s computea fiom the eievation coefficients.
Tne ooject 1s then aaweg to the vliock's object list.

ULgect piacement 1s accompiisheg with a mouel for each SMC coue. At
most 13 mouels are neegea, one for each SMC coce. Each mogel would
nave access to feature mocels corresponoing to the feature
wgencification coges. The percentage of tree anc roof coverage plus
reatuie-specific information can Le useu to cilstrioute objects of the
appropriate type over the area. The list of oojects producea by the
mouel can ue sartec in latituge anu longituce to speec up the
ailocation to regional vata tlocks. Notice the objlects are not being
generateu at tnis time. Only the opbject type ano position are
prooucedg.

As a summary, the procedure for mission cata base construction is:

Step i1--Define the mission gaming area.

0 Step 2--Iaentify the terrain and cultural gata files inclucea
1n the gaming area.

0 Step 3--Provide a list of the object types and textures which
can ue generateg.

0 Step 4--Proouce texture region quad trees.

o} Step 5--Compute bicubic elevation surface coefficients at
cne-secona intervais.

o Step 6--Merge results of steps 4 ano 5 to make regional gata
blocks.

o] Step 7--Establish object positions.
Step 8--Construct object lists for data blocks.

o Step $--Set pointers to unique features ana synthetic
textures for each data block. Select texturing method basea
on SMC:
~-Mapping
--Fractals
--Aggregation of inoivioual objects

0 Step 10--Defire illumination congitions (sun or moon
position, visible or IR, weather). Aad IR characteristics to
object gescraptors.

0 Step 1l--Produce static shadows.
0 Step l2--Construct register squares.

Step 13--Construct mission quad tree from all regional data
blocks.
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Tne output of tnis procecure is snown in Figure 36. The mission dgata
Lase 1S The che usea to ProGuce scenes 1n real time. Conceptually the
Jala &re Organized as tney appear in Figure 37.

>.4.2 Mission Data Base Enhancement for Iliumination

The mission cata base at this stage is acequate for prooucing black
ana white images for the visibie spectrum. To proouce color images or
infrarea images, we need to aoo information to the data base. The
following paragraphs will cescribe the proceoures for making color,

LLLTV, ana IR images. The aata base enhancements requirec are listea
in Taple 1.

3.4.¢.1 Color--Use of the HSV color space is proposea. This coler
space is representeu as a cyiincer. The axis up the center of the
cylinger corresponas to intensity in black ana white. Black is at the
cottom of tne cylinger, white is at the top. Hue is what the layman
calls color, such as rea or green. Hue is getermineg by the angular
position arouna the central axis of the cyiinger. Saturation is the
uistance from the central axis towara the outer surface. This is
1llustrateu in Figure 38.

Mission Data Base:

@ is the coliection of ail regional data biocks
(now called patches)

@ Contains in each rdb

1. Register squares defining bicubic elevation
surface

2. A pointer to list of unique features which pass
through the patch

3. A pointer to: A synthetic texture definition
and a list of objects

4. An intensity for display when the patch projects
to one pixel

©® Has patches representing variable-size areas

© (s organized as a quad tree to facilitate finding the patches
for a given frame and controlling the level of detail processed

Figure 36. Mission cata base contents.

107




RQ0T NQOE REPRESENTS —————upp

ENTIRE AREA COVERED
BY THE OATA BASE

FIRST LEVEL NODES

EACH REPRESENT 1/4 >

OF THE DATA BASE AREA

Y
SECOND LEVEL NODES EACH »
REPRESENT 1/16 OF THE DATA BASE
AREA

LOWEST LEVEL NODES ARE REGIONAL __,

DATA BLOCKS

DATA BASE ettt

COVERAGE

REGIONAL DATA BLOCKS ARE QUADRILATERALS FORMED BY FOUR POINTS
AT THE TEXTURE AND ELEVATION ARESOLUTION IN THE DATA BASE

Figuie 37.

Quad tree cata base organization.
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TABLE 1. WUATA BASE ENHANCEMENTS FOR ILLUMINATION

FLIR

LLLTY

Surfice material
-=50lar apsorptivity
-=Grouna/sky apsorptivity

-=-Sensor 2and 3psorptivity
--Surface cross-section

Internal thermal environment
far 3 feature

Sky thermal ragiance
Ground thermal radiance
Air temperature

Wingd vector

Attenuation rate
Precipitation
Point spread function

Response curve

Sensor nanc raflectivity
Surface zongditiza

Internal lighting conditions
for a feature

Point spreagc function

Response curve

Color for visual

Hue
Saturation

Shininess coefficient for
specular component

All the Above

Sensar band
Sun position
Sun direct radiance

Sun diffuse radiance

VALUE *

P

CIRCLE OF
MAXIMUM
CHROMA

BLACK

Figure 38.

- SATURATION
e
HUE
— e — 0
WHITE

HSV color space.

oy i

oyt . ooy




une auvantage of the H>V space is that the efrect ot atmospheric
scalleIsfiy can De simulalet Dy 1nterpoiating between the coject's nue
aNG a Nonsaturateu wviue. This proouces the biue overtone seen on
uLjcCls viewed at a alstance. Another aovantage is that interpolation
cal casily preserve saturstion vetween hues, while this is mcre
gifricuit 1n Gther coior spaces.

A tnree-a.mensional table 1s neegeo to use HSV. The inuexes to the
taDLE ale h, S, anu V. The vaiues in the tacle are the colors to be
procucec by the color guns in the oisplay. Value (in HSV) is
Jeteminea oy the i1llumination mocel. Value is the intens.ty computec
Ly trne 1llumination mogel. Hue ano saturation are ocject-cepencent,
$o they must te specifiec 1n the oata base or curing opject
generation. This means eacn texturing methou ana object generators
must have acces” to ang incluce hue and saturation parameters.

J.4.c.2 Infrareg-~-The illumination mogel for the FLIR sensor banc (8
to l4 um) is supstantialiy cifferent from the visiole lignt. To
compute the intensity on a surface, whether it is natural terrain or
tne surface of a cultural ovject, we need to know the pattern that
correspongs to the temperature ang emissivity of the surface. Even if
tne emissivity of the surface can pe assumed to be static, the
temperature is not. It cepenas on the time of the day, the direct
rauiance from the sun, the oiffuse raaiance from the sun, and other
factors.

Tnermal mogeling of the surfaces of cultural objects, specifically
puiicings, nas been aone with the view of computing the temperature
profiles ot tuildings. The profiles incluce the reflection of the
sun, air, wlnaspeea, ano agirection as well as precipitation
(zimmerlin, Suthy, ana Stenger, 1979). This mocel attempts to preaict
the temperature of the surface based on the characteristics of the
surface materials, which incluge the solar absorptivity, ground/sky
aosorptivity, sensor band absorptivity, surface cross-section, anag
internal thermal environment. These characteristics plus emissivity
of the surface must be acceo to the mission data base.

3.4.2.3 LLLTV--The low light level systems in use today ate the
siiicon viaicon ang iis verivations anu fiber-optically couplea
sinyle-uloue, gouble-giocge, or micro-channel image intensifier
systems. The simplest cevice is the silicon viaicon, which has a
response extending into the near-infrared, especially when usea with
tungsten lighting. An object is seen against its backgrouna because
tnere is a reflectivity aifference causing contrast. The wavelength
uepengence of the contrast 1s getermined by the materials involveg.
However, no one material can be characterizea by a single reflectivity
curve, so materiais are usually characterizeg by their average
refiectivity.
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N summary, Taule 1 lists the enhancements neeced foir generation of
LTV, FLIR, anc color images. 1n acaition to Zimmeriin, Suthy, ang
Stengei \1574), Shanu (1973) anc Thomson (1865) also proviage useful
infuimation.

>.4.3> Data Base Size/Content

The mission uata oase 1s the collection of all regional cata biocks
(patches,. Each regional cata block contains:

s Register squares Gefining bicubic elevation surface
0 Pointers to lists of culitural features

0 Pointers to fractal look-up taples (shauow borgers, texture
poroers, textures)

0 A surface nommal vector
o Pointer to textural shacow information

These cata are organizeg as a quaa tree to facilitate finding the i
patches for a given frame.

The amount of cata present 1s basea on a_gaming area of 800 km x 48
km. As an estimate there will be 5 x 10% gata elevation points to
pe consicerea. Each elevation data point has the following bits
associatea with it:

0 Vector normal 48 bits

o} X, Y location 32

0 Size 16

c Texture 8

] Shaaow 8

o  RZ Data 256 (16 x _le)
368 bits

For ail patcnes, the gata storage is:

5 x 16° » 366 = 230 Mbytes

8

For a safety factor, another mass storage unit can be added, to give a
total capacity of about 512 Mbytes.




SECTION 4
IMPLEMENTATIGON CONSIDERATIONS

ilmplementation requirements for the on-line real-time processing are
aiscussea in this section, including the fast FOV memory, perspective
transform, testing, subaivision, intensity calculation anc
occulitation, anti-aliasing, anu the frame buffer. Each of trese areas
requires a special implementation basea on the amount of ogata to be
processeu, how fast the haroware can be expectea to operate, ano the
specific algorithms to be implemented.

4.1 HARDWARE IMPLEMENTATION

A previous discussion considered the ramifications of having a narrow
FOV versus an entire FOV. The conclusion was that for best results
the entire 360° about a particular position should be stored so that
transport gelay coes not cause a problem. For a 609 FOV about 2
Moytes of static RAM are requirea, for the full 36Q° 12 Mbytes are
neeceq. This memory is organized as 240,000 by 368 bits, with only
40,000 being accessea at any one frame time.

i The access time for these memories is about 400 nsecs, which is well

! within the aynamic RAM capability of toogay's technology. The gata in
these RAMs must be organized such that simulator position input is
easlly convertea to tne RAM agaress.

In Table 2 the estimated number of 64K x 1 dynamic RAMs is 1500. The |
function of Table 1 will be to estimate the complexity of the hardware ‘
to be implemented. The next function to be evaluated is the

perspective transformation. 1

The perspective transform was shown previously in Figure 2 auring the .
agiscussion of transport cdelay. In this function, the data in worla ’
space must be projecteg onto the screen. This involves a subtraction,

matrix multiply, adaition, ana then dgivision for the Xg, Ye

vailues. In Table 1 the number of parts for this function are again

estimatea. The parts are commercially-available transistor-transistor

loyic, large-scale integrateo (TTL LSI) chips, except for possibly the

oiviger. The oiviger will probably be an LUT which gives the

reciprocal (1/x), followea by a multiplier.

The gelay for TTL parts worst-case for one block is assumed to be 200
nsec. In the case of the perspective transfer, this woula apply to
the multiplier. Ore coula also assume that some of these items would
pe 1mplemented using emitter-couplea logic (ECL) technology. For the
ECL approach, a «5-nsec delay might be assumed.
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Tre effects on computaticnal performance can be examineo Ly looking at
Lhe througnput rate for tias viock. Using a <CO-nsec stage uelay, the
numper of operaticns that can ce performeg is five million. The
numoerl of peispective transforms is estimatea to be 6.8 x 10° per
trame or 4U6 x 1G° per secona. If the throughput is 5 MHz for the
Llpolar case tnen siigntly over 80 paralliel channels of this haraware
will ce requirea. On the other hana, if the througnput is 40 MHz for
the tlL approach then only 10 parallel channels are requirea.

The test function shown in Figures 3 ana 4 requires the same 6.8 x
1u® tests, so again the numper of channels is 10 for the ECL
approacn anu b0 for the bipoiar approach.

For tne supalvision (Flgures 5 through 8), only one-fourtn the number
of suboivisions 1s requirea, or 1.7 x 108, In this case the number
of cnannels woula oe three for the ECL case ang 20 for the bipclar
case. Note that tne perspective transform ana tester should logically
ve four times as many as the subaivision for maximum throughput since
each subaivision proauces four new values at the ena of the
subuivision process.

For the intensity calculation ana the occultation (shown in Figure 9),
both of which occur in parallel, the number of points requiring an
intensity calculation woulo be about 5 x 106 values. This allows

for some of the 6.8 x 10° values to be aiscarded before the

intensity calculation. This portion woula then require about 60
chamels of the bipolar technology approach, or about eight channels
of an ECL variety.

Two channels of intensity memory are required so that while one frame
is peing calculatea, the other 1s being aisplayea.

The overall computational efficiency cannot really be measurea or
comparea with present eage-basea systems. It is possible with some
new technigues for eage-basea systems to go between 50,000 and 400,0G0
egges. Just how gooa tnis is perceptually ang how it relates to the
system approach is unknown. The eage approach is estimatea to take
about 27,000 integrateu circuits (ICs), whereas the estimated number
of iCs 1s apout 4.1,000. The justification for this count is pasea on
the report by Soland, Voth, and Narendra (1579). In the report,
approximately 8000 ICs were estimated. Applying the factor for the
number of channels previously estimated to the parts estimated gives a
total count of 20,730 as shown in Table 2. A safety factor of two for
control circuitry is applied to get the 41,000.

The parts described in Table 2 are either available or can be

avallable in hybria packages. For instance, tocay there are no 16-bit
agcers or subtractors commercially available. However, the five chips
requirea for the adder/subtractor can be combinea into a single hybrig
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Uackage if the project woula warrant. The le-oit multiplier is
SVallGULE TOudy, 45 are the 64K x 1 memory cnips. The lé-pit latches
can ue mage from two 6-01t iatches. Also, tne shaft registers can pe
maue with nyoriu tecnniques. The only parts not reacily availaple are
tre lo-01it ulvicers. The units cescribec in Table 2 assume that the
nyoriaization nas teen completeu for the aforementionec functions.

These ils woula take up approximately two racks, each 15 inches wide
Lty 7 feet high, excluaing the computer system in our system concept.
Tnis amount of equipment is significantly less than present-cay
Systems.

in terms ot impact of acaitional winaows, the primary changes take
place after the FOV memory. Hence the haraware that must be
guplicateo wouio pe all the transformation, test subaivision

nargware. A similar argument exists for two cifferent eyepoints.
rowever, if the cifference between eyepoints is not great, it might oe
possibie to uetermine an error amount ana simply agjust the ocata that
appears at tne first eyepoint. This coula be investigateu further.

ln the euge-caseu system, the sort must be on the polygon structure.
As this structure gets larger, tne amount of time requirea for sorting
wgoes not increase limearly with the number of polygons. Hence a
significant amount of time would be taken up simply in sorting the
gata.

4.2 FUTURE TRENDS

This section has concentrated thus far on using the parts that are
commercially availabie in the bipolar TTL LSI ana £CL LSI chips, or
nyorias from those chips. Another approach is to use MOS techniques
ana go to very large integrateg circuits (VLIC). Clark (1980) is
alreagy proposing a chip he describes as tne Geometry Engine. This
chlp aces three functions which are common to computer graphics:
transformation, clipping, ana scaling.

The system concept proposec oy Honeywell is computationally intensive
in the transformation. Such technology coula significantly reouce the
amount of naroware that woulo have to be cevelopeu. Honeywell is
pursuing the acevelopment of chips aimed at proviaing the
computational efficiency requirea for AVSS as well as other optical
systems. Briefly, the cnip will do parallel arithmetic operations on
a matrix of cata. This is the parallel pipeline architecture required
1n AVSS to provide the realism lacking in tocay's training simulators.




SECTLGH 5
CONLLUS10NS

This report has proviceao the results of an investigation into
cangioate techniques for an AVSS. The system concept as a result of
cnis investlgation 1s Dasea on the Air Force's neeas in simulation.

wirrent techniques aisplay polygonal approximations to terrain
surfaces. Such aisplays contain little or no texture, no shaacows, ana
taw special effects. The iow figelity of polygonal cisplays is
effective 1n transferring certain skills, like air~to-grounc vweapons
ageirivery, but is ineffective for low-ievel or nap-of-the-earth flight
trairing (Needham, Edwards, ana Prather; 1980).

The AVSS system will be able to address most, if not all, of the
important training aspects required of the rext germeration of flight
simulators. Specifically, the system algorithm is based on
high-fidelity terrain, texture, and shadow representations; and
includes the capability for various special effects.

Terrain is representec as a smooth, continuous surface. Both its
shape ana illumination will more accurately represent true terrain
than polygons. Terrain texture will be simulateo by fractals, which
are especially suitable for training in low-level flight, because the
texture smoothly changes in level of detail for arbitrary aistances
while maintaining the macroscopic igentity of the texture.
Furthermore, the texture 1s three-aimensional; so the texture
appearance is illumination-oepengent, and it can be applieg to mocel
forest roofs ana other irregular terrain features auring low-level
flignt.

There is some perceptual evicence that the givergence in the optical
flow fiela of terrain texture is an important aistance cue (Koencerink
ana van Doorn, 1576). There is also evidence that local information
(for example, changes in textural details) is processea by the human
visual system for purposes of determining direction and velocity of
motion (Regan anu Beveriy; 1978, 1979). Thus, cetailea texture may be
central to the successful simulation of the real worla ano to training
tasks where accurate distance ano girection cues are neeaed.

The AVSS system provices for the generation of terrain ana object
snadgows, poth important for terrain avoicance and object
igentification. Interactive and preprogrammed moving vehicles can
also have shagows. Since the hardware for shadow generation is
luentical to part of the perspective transformation haraware, little
extra cost is incurrea when many moving vehicle shadows are required.
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Translucence effects may oe mocelec in tne system by applying
uifTerent weélgnts to the intensities of the occluoing ana higaen
surtaces at a given pixei, ang so introauces little extra cost.

To recuce image compiexity to a minimum, an artificial horizon is usea
1n the system. Only those surface elements within the horizon are
ulspiayeu. The system concept 1s aescribea guantitatively with an
assumeo <4-«m maximum raagius horizon. For special cases of flat
terraln ano low-level flight, or low visicility, the horizon may oe
aroitrarily recucea. Smail cultural objects are aisplayec only when
surficiently large (pixel size).

Fuli-screen anti-aliasing is incluaea, to smooth the imagery ano
gliminate ")aggies," flickering, and other disturbing artifacts. It
should also ce notea that this system presents a minimum of straignt
eages, which generate the most severe aliasing artifacts. In other
worus, current systems maximize their aliasing problems because they
aisplay straight eages of polygons. The AVSS system represents shadow
terminators, texture borgers, and terrain by smooth or irregular
eoges, and so inherently minimizes aliasing. The cost of full-screen
anti-aliasing is fairly high but no acequate alternative exists if
fractal textures are used. For reasons stateag above, the potential
training advantages of using fractals were felt to outweigh all other
concerns.

The aavantages ano oisaavantages of the aisplay algorithm are
summarizea as follows.

5.1 ADVANTAGES

1. Because bicubic B-spline surfaces represent the terrain
surfaces, real-world contours are moaeled more accurately
than witn polygons.

Z. No sorting is required to determine patch maxima. This
avoigs numerical technigues which occasionally incur
singularities.

Bicubic and fractal subcivisions are logical extensions of
the mission quau tree subaivision. The transition from the
stored quag tree to the computed quad tree can be transparent
to the algorithm implementation. This provices a unifieg
approach and a clear flow of logic from the root noce to the
smallest aisplayable subpatch.

4. Fractal subgivisions usea for textures, texture borders, and
shadow boraers can be computeg in parallel with bicubic
subaivision, adding no time to the gisplay algorithm,

W
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=, Tre overall algorithmic approacn is unifiea because
subgivision is appliea to obtain smooth curvea surfaces,
1rregular-textureg surfaces, texture poroers, shadqow OOTUETS,
anu appropriate pixel size resclution for terrain ana
cultural objects.

o. Fractal texturing proviaes an arbitrary ano automatic level
of cetail while maintaining the macroscopic igentity of a
texture. It is the best available simulation technique for
iow-level fiignt scenarios.

7. A z-ouffer is usea to solve the niauen surface problem.
Other techniques neeg to sort iists of entities to solve the
nigagen surface problem. The sorting can ocecome a major
factor in reai-time consiaerations, limiting the numper of
poiygons or patches sorted.

8. Each speciaiizea technique can be flexibiy implementea.
Thus, shaaows can be appliec or withhela; cultural objects
Can De avudeo or witnnela; ang textures may or may not oe
appliea in any part or all of the cata base.

. Off-line preparaticn of the gata pase for register squares
ano texture is incepengent of the mission; that is, the
preparation is ingepencent of the sun position. O0Off-line
preparation can be handled quickly because the affine
transformation is alreaay in part of the real-time
perspective transformation haraware.

10. The nature of the subaivision process allows avoigance aof the
cross and aot prooucts taken for the surface normal vector
ana aiffuse intensity; insteaa, a simpler aod and shaft
process is usea.

li. Bicubic ang fractal subaivision processes are very quick,
using oy aca, supotract, ana shift operations.

5.« DISAUVANTAGES

1. Anti-gliasing is aifficult because the surfaces which must be
uUseo 1n anti-aliasing Lecome availabie at cifferent times.

2. As a patch is subaiviacea, the space requirements grow rapialy
for storing r=gister squares. Aaqjacent patches with common
corners must have separate register squares because the
squares will contain values representing gifferent levels of
subaivision.

3. The cubic surface may not be appropriate for all surfaces.
Flat surfaces may be rencered with slight unaulations due to
acjacent patcnes which have some curvature.




In orcer to auaress these urawoacks, the followlny are recommenceag:
Trie texturfe approach chosen does provice the necessary realism.
Textures shouic De generatea anu evaluatea over a pregetermined rlight
patn witn several oifferent textures. Then tnis sequence shoula be
snown to pilots to veriry that perceptual cues are inoceea optaineg
from these texture surfaces. Anti-aliasing will be appliea over the
image. Ouring the simulation, an estimate can oe mage of how long it
takes the various surfaces to be availabple.

Secona, the simuiation will help to acetermine how much intermegiate
storage 1s requirea auring the suogivision. A significant numoer of
memoTy chips has aireagy oeen allocatec for the function; it is
uesirable to recuce tnis component count.

Thira, the inaucea curvature to real, smooth surfaces causea by
aajacent real patches which do have slight cuivature needs to be
gvaluateo.

in general, before committing to a full-scale haraware development,
certain areas shoula ce simulateo ana evaluateu. A preliminary cesign
might be a part of the simulation. The results will be positive for
the texture approach chosen.
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APPENDIX A
OTHER OULLULTATION TECHNIQUES

As stated in tne main report, the z-buffer technique is requireo for
the Catmull supaivision methog usea in surface representation. The
z-ouffer is requireg Oecause the subagivision method proouces pixels in
a ranaom orger. Other surface representation technigues aliow other
occulitation techniques, but usually there is one occultation method
notaoly more appropriate for a given surfacing methou. In cther
woras, surface representation ang occultation techniques are closely
relateg ang sometimes inseparabie.

Sutherlana, et al.* have shown that occultation is essentially a
sorting proolem. They categorize techniques accoraing to wnere, when,
anu what is sortea. Techniques have been devisea to sort in object
space or image space, to sort on z, sorting on eages, patches, faces,
Or Ciusters. Most methods attempt to take advantage of some
coherence. There are eight kinas of coherence:

1. Frame 5. Implied-edge |
z. Opject 6. Scan-line ‘
3. Face 7. Area
4, Eage 8. Depth

For AVSS, the technigques which use scan-line coherence make some
sense. Lane, et al.' adescribe the more promising scan-line
technigues for parametrically cefineg surfaces. There are advantages
ana aisaavantages to these but not on the basis of their occultation
methoa. All the occultation methoas work i1f they are properly pairea
off with the surface representation methods.

*1.E. Sutherlana, R.F. Sproull and R.A. Schumacker, "A
Lharacterization of Ten Higoen Surface Algorithms," ACM Computing
Surveys, Vol. 6, No. 1, March 1974.

TJ.M. Lane, L.C. Carpenter, T. Whitted, ana J.F. Blinn, "Scan
Line Methous for Displaying Parametericaily Definea Surfaces," CACM,
Vol. ¢3, No. 1, January 1980, pp. 23-24.
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APPENDIX B

ALTERNATIVE TEXTURING TECHNIQUES

Tniee texturing techniques which were considerec inappropriate for
AVSS for perceptual or implementation reasons are agiscussea nere:

1. Markov processes
<. Texture tiies
3. Ranaom mapping

MARKOV PROLESSES

A graytone texture pattern can pe generateg by a so-callea Markov
chain. Tne icea 1s to generate a sequence of tones using the prooable
knowlecge of some given tone occurring after some previous tone or
tones. ALl that is neeced is a few 1nitial gray values anc a set of
provacilities, the latter from an arbitrary textureg image obtaineo
ang analyzeg beforenhanac.

Agvantages

Storage is minimal ang the sequential generation technigue is fast.
Disagvantages

Not all textures can be approximatea by Markov chains.

. The texture cefinea by a Markov chain applies to only one
level of uetail. Markov chains for the other levels are
troublesome because a given texture area may be vieweg at
aifferent levels of cetail simultaneously, requiring either
averaging of a high-resolution chain or an intricate
combination of multiple chains.

Ny

5. There 1s no inherent continuity in Markov synthesized
textures if icentical probabilities are useo to generate
similar textures on agjacent patches. Therefore, assigning a
Markov chain to each patch will result in a patch-like
appearance.

4. Markov synthesis 1s a serial procegure, not gearea to a
subuivision algorithm.
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TEXTuxe TILES

The most aavanced stuoy uealing with periodic textures (texture tiles)
15 that of Stenger, et al.” They cemonstrate a texture tile
methouclogy which olencs the tiles together and eliminates any
periogicities. The blenaing alsoc eliminates the getail in the
original image, causing a blurry, inaistinct texture which no longer
resemoles tne original.

RANDUM MAPPING

Random ana periogic textures such as those of Schacter’ are crude
representations of terrain textures, employlng sinusoias or Gaussian
rangom fielas (or ooth). To avoid undersampling, current systems
gisplay textures at 10 levels of cetail. Such textures generally have
little resemblance to the real worlo because of their notable
perioaicity.

*1. Stenger, W. Dungan ana R. Reynolas, "Computer Image
Generation Texture Stuay," AFHRL-TR-79-2, AD-AQ74 019.
Wright-Patterson AFB, OH: Aavanced Systems Division, August 1979.

ta. Schachter, "Long-Crestea Wave Models," Computer Graphics
ang_Image Processing, Vol. 12, No. 2, February 1580, pp. 187-200.
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APPENDIX C

IMAGE SPACE VS OBJECT SPACE

One of the central consicerations in AVSS was whether to subaivice
patcnes in image or object space. In object space (tne choice rere),
supaivision of goth tractals and bicutics is scalar; that is, there
1s only a one-aimensional suoailvision. 1n image space, bicubic
suoaivision is vector (three-dimensional), requiring more haraware in
parallei. Furthermore, there is no parametric functional form for
fractals as there is for bicupics. Because of this, fractal
suboivision 1n 1mage space has no aefineu methocology at this time
(thougn one may be ueveloped in the future). Even with the aavent of
image space fractal subaolvision, vector subcivision of fractals will
ve requirev and fractal look-up table values will procably become
non-integer.

State-gf-the-art fractals can ve created in object space for the
purpose of generating perturbeo surface normals only, ignoring the
perturbea fractal elevations themselves. The normals can then be
applieg 1n image space to determine surface intensities. The result
will be a smooth, bicubic surface with the appearance of a fractalea
texture. In any event, image space subaivision requires finding the
object space normals; that is, it requires scalar bicubic and fractal
subdivision. With no perturbea elevations, three-cimensional trees,
forests, mountains, clouds, etc cannot be created--a aisadvantage of
the image space method.

in aagaition to tne arguments expresseu above, the primary acvantage of
image space subagivision 1is that it requires only = 40,000

perspective transformations per frame time, as opposea to object space
subuivision, which requires = 5 x 109,

On the other hana, regaster squares are computed off-line for opject
space subaivision ana are recomputea each frame time for image space;
that is, 48 agjacent eievations must be accessed (16 each of Xe,

Ye, Lg) @nu 3 x 40,000 register squares formea each frame time.

In the latter case .t woula be inefficient to first obtain the 120,000
register squares each frame time and then perform suboivision on their
respective patches. This would require large temporary storage. More
efficiently, the process woulo be pipelined so that as a triple of
register squares was formed, subaivision of their patch woula begin.
This implies tnat patches woula be projected and subaivideo in screen
(image) space in the same orcer that register squares are computed;
that is, 1n a sequential overlapping orgcer. Object space subgivision
woula be more flexible since the register squares already exist. For
example, projection ana subcivision coula be orcereag in such a way
that patches closer to the observer are treateg first.




R

Object space subdivision was chosen because it allows three-dimensional
fractal texturing, because bicubic subgivision hardware is rather
expensive ana four times as much hardware is needed in image space
(3(x,y,2z) + 1 intensity), anag because data management is more flexible
in opject space.
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RPPENDIX D

UTHER SURFALE REPRESENTATION ALGORITHMS

Several algorithm aiternatives which were considerea for AVSS, but
giscaroed, are summarized here. To clarify compariscns, advantages
ang alsadgvantages are listea for each algorithm. 1n each case, the
alsauvantages seemea to outwelgh the advantages. Catmull's criginal
Elggrlthm was the pasis for the Honeywell-Catmull algorithm cnosen for
VSS.

CATMULL ALGORITHM

Though many of the techniques of the original Catmull algorithm were
incorporatec into the Honeywell-Catmull algorithm, there are several
important differences between the two. For convenience, these
algoritnms are apbreviatea as CA ana H-CA.

In the CA patch, subcivision is continued until only one pixel center
1s coverea. In the H-CA patch, subaivision is haltec when the patch
1s a certain size (pixel size). The CA determines patch surface
normals by taking surface aerivatives whereas the H-CA cetermines
surface normals through a quick recursive process.

LA ADVANTAGES

1. lust as with the H-CA, bicubic subaivision allows high
resolution everywhere on the screen.

Terrain is smoothly approximated.
3. The z-ouffer provides a powerful occultation test ana is not
subject to the potential flaws of hiogen surface aigorithms.
CA DISADVANTAGES
1. Determining surface normals with cerivatives is slow.

z. Stopping subcivision when a patch covers one pixel center
aces not ensure that the patch will be pixel size. 1ln some
cases, such patches may extena over several pixel dimensions
ana still cover only one pixel center. This can lead to a
faceted surface appearance in some cases.

3. No provision is made for anti-aliasing, realistic texturing,
or shagows.
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SCAN-LLNE ALGGRITHMS®

Traoitionally, terrain has peen simulatec by a collection of polygons
alspiayeg 1n scan-line oraer. Defining screen space coorainates as x
going to tne right, y going up, ano z going into tne screen, a
scan-line algorithm consists of two nestec loops (an x loop ana a y
ioop). During the y loop, three-gimensional polygons are intersected
witn constant y planes, resulting in a set of iime segments in xz.
Ouring the x loop these line segments are intersectea with a ray
aefinea vy the eyepoint ano a screen picture element, resuiting in a
set of one-uimensional points. These points are then sortec in z with
the smallest z teing visibile.

To make this scheme practical, polygons must be sortea in y before
ulsplay to avoig consuiting a list of all polygons eacn frame time.
Sometimes an x sort 1s maue before z sorting, sometimes the reverse.

POLYGON ALGORLTHMS

There are many variations of polygon scan-1line algorithms.+ A
common element, however, 1s the representation of terrain surfaces by
fiat, polygonal surfaces.

Agvantages
i. Polygon~-scan line algorithms are fairly inexpensive, partly
vecause straight lines are easy to aeal with ana partly
because haruware alreaoy exists for polygon display.

<. Intensities for truly flat surfaces are computed only once
for the entire surface. To approximate a curved surface,
intensity interpolation can be employea.

3.  Mappeg textures can be easily applied.

4, Perspective transformations are minimizeg because only
polygon vertexes require a transformation. Screen x, y, and
z polygon coordinates may pe generated incrementally.

5. Anti-aliasing 1s easier to apply because all surface elements
for a pixeli are availiable at one time, rather than rancomly
with a z-puffer.

*Polygon, Blin, whitteqa, Lane-Carpenter, Clark, Biquaaratic

T1.E. Sutherlana, R.F. Sproull, anu R.A. Schumacker, "A
Characterization of Ten Hicaen Surface Algorithms,"” ACM Computing
Surveys, Vol. 6, No. 1, March 1574,
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uliSauvantaces

1. Siihouettes are composea of straignt lines.

‘e Gourang snaaing; tnat 1s, the interpoiation of intensities,
allows a Macnh pano effect. The more sophisticatea
interpolation of vector normals (Phong shaaing eliminates
this effect but is more expensive.

3. ALl polygons representing the terrain must be storec.
Lomparea to the information in bicubic patch register
squares, the polygon cata base is not compact.

4. Polygon algorithms gepeng largely on texture mapping. This
tecnnique requires large uata storage, nas a finite
resolution, ana 1s only two-aimensional.

1f fractals were appliec to polygons, a subuivision process
woulo vy cefinition bDe requirec. 8ut if fractal suvaivision
were useu, then bicubic subdivision of curved terrain
surfaces could just as well be implementea in parallel, with
Littie extra cost ano the benefit of acced realism. Note
that as fractals were applieo to polygonali surface, some
1nterpolation of intensities woulc probably still be
necessary to avoia Mach bands, whereas with a curveo bicubic
surface under the fractal perturbations, no interpolation
woulo oe necessary.

5. The size of terrain-representative polygons is limiteg poth
by storage anu sorting constraints.

6. Polygon sorting algorithms are occasionally subject to
amtiguities ana singularities.

BLLINN ALGORITHM

This aigorithm scans curved, parametrically-cefineg patches rather
than polygons. As in a polygon scheme, a y sort is necessary for
efficiency. In a polygon scheme, poilygons are sorted accoroing to the
highest y value on the polygon. This is inevitably the y value of its
hiynest vertex. Thus, only the polygon vertexes neeo to be

consiarea. 8linnt attempts a sort accorging to the maximum y

value of a curvec patch.

*5.7. Phong, "Illumination for Computer-Generates Pictures,™ f
LACM, Voi. 18, No. 6, June 1575, pp. 311-317. i
f
|

TJ.F. 8linn, "Computer Display of Curvec Surfaces," Doctoral !
gissertation, University of Utah, December 1578. ;
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Auvantages

L. wrveu surfaces are alsplayea, a0Qlng more reallsm.

<. All tne efficiency aavantages of scan line algoritnms ilisteud
unuer polygon aigoritnm agvantages hoig.

UilsSagvantages

1. Because all parts of a curvec patch may potentially pe
maxima, the maxima tests are quite ocifficult to implement.
Generally, iterative techniques are employec, cut even tnese
fail or are ampiguous when aealing with saaule points, cusps,
ana non-monotonic curves ana silhouettes. Conseguently, when
cealing with the generation of the real woria, no guarantees
can be mage as to the accuracy of the simulation.

z. Fractai texture ana shadow aigorithms cannot easily be
appliea since they involve a suboivision methocology.

wHITTED ALGURITHM

wnittec™ avoias some of the aifficulties in Blinn's algorithm by
approximating a curveg (bicubic) patch oy the four patch eoges.
Furtnermore, cublc curves are generated as approximations to
silhouettes whenever necessary (see Figure D-1).

INTERNAL
SILHOUETTE

7\

Figure D-1. Whittea approximates internal
silhouettes with cupic curves.

*3.T. whitteo, "A Scan Line Algorithm for Computer Display of
Lurvec Surfaces," Proceegings, >th Conference on Computer Graphics anc
Interactive Technigues, Atlanta, GA, 1978.
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r«uvantages

1. in acaition to scan line aavantages, patch eoge maxima are
2asiel to getermine than the internal maxima in 3linn's
algorithm. .

<. Snagow silhouettes may alsc be ceterminea by this technigue.

ULSatvantagyes
L. Since the generation of a cubic silnouette is inaccurate for

nignly curvea patches, a curvature test is necessary.

Z. As ip tpe 31iinn aigorithm, an iteration technigue is usea to
oetermine silhouette enapoints, ana necessariiy suffers from
singularity problems. Some of the conaitions uncer wnich the
Wnittea algorithm fails are illustratec in Figure D-Z.

LANE-LARPENTER ALGORITHM

This algorithm is a compination of scan-line anc subdivision
tecnnigues. in it, patches are sortea by their maximum possible vy
vaiues. At each scan line, patches are subaiviced until no subpatch
overlaps the scan iine (that is, when the subpatch is approximately
pixel size). Subaivision can also pe halted if the patch is within
some set toierance of Leing a planar polygon. 1In either case, when
subagivision is stoppea, the patch will be treated as a polygon ana
processeu with a polygon scan-line algorithm.

T T I

Figure D-z. Three examples of silhouettes which the
whittea algorithm does not treat.
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RuvaNtaye

The auvantage of this aigorithm lies in its apility to minimize the
numpel of suboivlsions vy maklng a quick flatness test. A%;hOUQn
"holes"” sometimes can appear, the Lane-Carpenter algoritnm ' is
quite successful when useg to germerate simple curveg objects at a
fairly constant aistance.

Uisatvantages

1, Uncer worst-case conuitions (low sun angle ano bumpy
terrain,), most patches wli. require subdivision cown to a
fine resolution. Thus the flatness test will be a liability.

<. Suppose a large, flat area 1s approximateg by a single
polygon. This innerently aisallows the construction of any
texture witn the polygon. In other woros, a flatness test is
useful oniy when no texture is present.

O

The maximum possible y value of a patch is
viewpoint-cepengent ana so must be locateg each frame time.
The methoa by which y maximum is locatea for a patch involves
taking many secona agerivatives, which is a tremendous
liability for real-time simulations. An enclosing box is
quicker but leads to sorting ambiguities.

o iWUADRATIC ALGORLTHMS

mooeling "free-form" terrain (that is, terrain with arbitrary
elevations) is pest accomplishea with bicubic patches. Biguagratic
patcnes, though simpler mathematically, produce discontinuities across
patch boraers. Biquacratics are suitable only for a limitea class of
cultural features.

CUBE INTERSECTION ALGORITHM

An alternative algorithm for AVSS is the so-called cube-intersection
algoritnm. The idea central to this algorithm is the creation and
storage of the entire mission cata base off-line in a tree structure
of cuces. The largest cubes woulg be 400 meters on a sige. Each
400-meter cube woula contain eight 200-meter cubes, each 200-meter
cuoe eight 100-meter cubes, and so forth.

*J.M. Lane anao L.C Carpenter, "A Generalized Scan-Line Algorithm
for the Computer Display of Parametrically-Oefinea Surfaces," Computer
Grapnics_ang Image Proceeding, Vol. 11, 1979, pp. 250-297.

t3M. Lane, L.C. Carpenter, T. Whitted, and J.F. Blinn, "Scan
Line Methoos for Displaying Parametrically-Definea Surfaces." CACM,
Vol. 23, No. 1, January 1980, pp. 23-34.
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ALl cuues are elther "empty" or "non-empty." If no coject (or no part
gt an uoject) falls witnin a cube, it is given an empty cesignation.
LT & cube contalns part of the terrain surface or part or wnole of a
custural opject, tine cuoe 1s non-empty.

Trie algorithm provices for the off-iine generation of a
oicupic-fractalec surface on which tne cuve tree structure can be
superimposea. Off-iine subaivision of the terrain surface results in
a coliection of smali (z-meter) suopatches. If any one subpatch
vertax falls within a cuve, tne cupe 1s non-empty.

Thus, the proceoure for off-line gereration of a terrain surface
Gescripea in a cube tree structure woulc te:

L. Vetermine bicubic ana fractal coefficients.

2. Subgivice the entire terrain surface gown to a Z-meter
resolution.

s, Superimpose a cube tree structure over the whnole mission gata
case.

4. Determine all empty ana non-empty 2-meter size cubes.

calculate aiffuse intensities for all Z-meter patches ana
assign these intensities to the 2-meter size cubes.

6. Average cube intensities ang assign to larger cubes higher up
the tree.

7. Designate as non-empty any larger cube containing a non-empty
cube.

in tne ena of the off-line preparation, all the mission oata are
storea in optical uiscs ano are reaay for real-time access. All
textures, shadows, cultural objects, etc have been assigneg in the
off-1line generation.

The real-time accessing of these data is accomplisheo with a ray
tracing technique. For each pixel on the display, a ray projects
outwaroc from the pilot ano intersects cubes.

1. If a ray intersects an empty cube, it proceeas to the next
cube.

2. If a ray intersects a non-empty cube, the eight sub-cubes are
accessea anc those intersectea by the ray are testea for
emptliness or non-emptiness.

3. At the intersection of a ray ana an opaque cube, the cube
intensity is written into the pixel, ana the next ray is
generated. An opaque cube is a non-empty cube no smaller
than pixel oimensions; that is, cube opacity is a function
of pilot-terrain distance, anag is useu to avoia having all
rays proceed to the z-meter resclution.
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Auvantages

L.

A\
.

i.

Because rays stop at the first surface of intersection, no
niggen surfaces are aeait with.

Recursive perspective transformations and subcivisions are
avoiueg: that is, no tests for patch size in scireen space are
necessary.

Fiat or spherical screens may ve useg quite easily. In the
spherical case, rays are generatea so that all pixels subtena
equal angies from the viewer's eye.

Tne rays are generated in scan-line order. Scan-iine
naraware is generally faster ana cheaper than ranaom sccess
naraware.

No clipping is requireag since the only oata consicered are
those cata struck by a ray. ’

Anti-aliasing may be implementea oy simply having several
rays per pixel ang averaging the intensities of the surfaces
(cubes) they strike. Since an enclosing rectangle is
avoiceu, small sampling errors are avoicea.

Z-buffer memory requirements are minimal because the pixels
are assignea intensities in scan-line orcer. As soon as one
row of pixels 1s filleg, the cata may be reag out for ocisplay
anc a single-row z-puffer fillea again.

Since most of the terrain is modelec by diffuse reflection
ana the ciffuse intensities have been calculatea off-line,
virtually no intensity calculations are requirea during real
time.

Disagvantages

Ray intersection calculations are time-consuming and the tree
search 1s gifficult to implement. A typical ray requires six
uivides, orne multiply, ana roughly 100 acas. Although
several rays can be computed in parallel, each ray must
search through a tree structure of cubes in a way that cannot
0€ pregeterminea.

Rays which project at a slight angle with respect to the
horizontal may travel through a large number of cubes before
intersecting an opague cube. In such cases, on the oroer cf
300 aao operations auring the tree search may be requirea.

If terrain is approximated by cubes of pixel size, staircases
will appear along silhouette. Subpixel cubes would then seem
necessary.
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“@. witn a smallest cuue size of z meters, nearby cbjects auring
iow-level flignt will appear unreaiistic ang olocky, besices
enhancing staircase Jaggies because of tne preuominance of
straignt line segments.

The mission cata base ang high-speeo local memories must e
enormous. A ¢«-meter resolution_48 x 800 km mission dats base
woula require approximately 1044 bits. The local circular
nigh-speed_memory neeceu each frame time would contain
Toughly 1040 pits. This is approximately two orcers of
magnituue larger than the circular hign-speea memory empioyed
in tne Catmull-Honeywell algorithm. Each frame time, a
certain numoer of cuces must be transferrea from aisc to
high-speea memory, equal to 10° bits/frame time. This aata
transfer rate is quite nigh ano gifficult to implement. In
the Catmuil algorithm, only a few thousana bits are
tiansferrea each frame time.

\n

A1l of the above gisagvantages can be reauced somewhat by implementing
a "rings of resolution” structure which places the highest cetall near
the pilot anu lower cetail further away. This structure would
vecrease storage ana data transfer rate requirements but would acu
sgme complexity. Because the aisaavantages appear to outweigh the
aavantages, the cube algorithm will not be usea.

PERSPECT IVE-STORAGE ALGORITHM

Ratrer than store all mission gata in great cetail in cubes, it coulc
ve storea as patches and subpatches. Thus, the whole cata base woula
consist of <-meter size patches, stored in a tree structure. When
neegea, a oranch containing a given resolution patch woula De
projectec to screen space. Thus, rings surrounaing the pilot (anc
moving with the pilot) wouio be useo to access terrain patches at some
agequate (pixel) resolution. A circular fast memory ana disc mission
memory woulu be necessary. Both would be as large as the memories in
the cube intersection algorithm.

Aavantages

L. No subaivisior, is neegea in real time.

<. No intensity calculation (except for an atmospheric factor)
is neegea in real time.

Uisaavantages
1. Compared to the suggestea Catmull-Honeywell algorithm, this
methoo requires more perspective transformations per frame
time because each ring of resolution must transform one patch
size to the screen ana since the closest patches in the rings
must be no larger than pixel size, all more uistant patches
1n a ring will ve projected at subpixel size.
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Zz. Cube algorithm disagvantages 4 and 5 hold for this algorithm.

Secause of these aisadvantages and because no z-buffer or i
anti-aliasing problems are solved, the perspective-storage algorithm i
is not an optimal algorithm.

CURVATURE TEST ALGORITHM

To avoio excessive storage and save on certain calculations, terrain
patches could be subaivided off-line until their curvature is such

- that the approximation of the subpatches as polygons does not leave a
fractalea appearance. Then only polygons will be stored, not register
squares. During real time, bicubic subdivision is avoided, and only
fractal subdivision is appliea. Perspective transformation, fractal
subdivision, and rectangle tests are conducted as usual.

Ha vantages ,

1. Less storage is required in both disc and high-speed memories
than with a 2-meter resolution everywhere.

2. Less gata are transferred from discs to high-speed memory
each frame time (compared to the perspective-storage
algorithm). |

3. Real-time subdivision is fractal only; the absence of
bicubic subdivision decreases hardware costs and computaticon
time.

4., Because subdivision occurs during real time, full resolution
is obtainea for all parts of the terrain displayed on the
screen.

Disadvantages

1. Under best-case conditions, the terrain will be essentially ,
flat and the sun at a high altitude. Under worst-case y
conditions, the terrain will be hilly or mountainous and the :
sun will be at a low altitude. In such a case, many patches
will have to be off-line subdivided very firmely (=2 meters). ‘
Thus, the situation goes back to very high data storage and !
transfer problems. Since this worst case cannot be effectively l
dealt with, the algorithm should not be implemented.
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APPENDIX E

CERLIVATLON GF THE NUMBER UF 3ICUBIC SUBUIVISIGONS

cacn terrain or cultural object surface patch that falls within the
aguserver's fielu of view (FOV) 1s projectea to his/her screen ana
suLulivicea untidl each subpatch 1s no larger than a pixel. The number
0f subLlvlSlions required gepenas on how the terrain projects to the
screen, that 1s, it cepenas on terrain roughness anu orientation.

A terraln mouel 1s gescribec beiow in which roughness is quantifieg.
in acgition, equations are cgerivea for the projectea areas of single
patches anu thelr uistributions. These equations are combinec to
provice the totai projectea area of terrain hiugen ano visible
surtaces on the screen. From this, the number of Licubic subaivisions
per frame 1n a "moogerately paa" case is estimateo.

Tne first step 1s to cerive a key relationship between the orientation
of a patch, relative position of the observer, and the projectec area
of a patch at the screen. Much of the further anmalysis is basead on

tihis relationship.

Tne imaging geometry is shown in Figure E-1. The patch is
approximateLy at a gistance n from the observer (who is in the G-
n plane). The ovbserver is at height § relative to the patch. The
normal to the patch makes an angle @ with the vertical, and its
projection on the G&n plane makes an angle ¢ with the § axis
(Cyliinurical notation). The line-of-sight makes an angle B with the
horizontal. The patch siz is h x h.

$ (VERTICAL)

-
n

_, (PATCH NORMAL)

VIEWPOINT

~

PATCH

Figure E-1. Projecteg area of a patch at the screen.

138

T e —




e

For a flat terrain, the projected area of the patch in angular |
suotense at the screen is given by: i

n? 2
Area = —— cos A rad (E-1)
n —
where A is the angle made by the line-of-sight vector 2 with the
patch normal 7.

- =
Now, cos A = ¢ * n where:
—

2 = [cos B, 0, sin B]

ang ™ = [sin © cos ¢, sin @ sin ¢, cos 017
Then:
cos A =[sin B cos O + cos B sin @ cos 4].
Substituting (-2 into ~1):
h2
Area = —— [sin B cos © + cos 8 cos 6] (E-3)

n2

For small B, the observation angle can be approximated by:
sin g = C/n
cos B =1 |
Similarly, sin @ * ©@ and cos @ = 1 for small @. i

1]

Hence the area of the patch becomes: i

2
Area = .ﬁz—. %— + O cos ¢] (rad )2 (E~4)
n ;
Equation (E-4) gives the projected area of a patch at a specific tilt ﬂ

orientation (9, ¢), distance n, and relative height & from the
obserwer. In practice, of course, patches can have different tilts 1
0, orientations ¢, and heights ¢ with respect to the observer.

Hence, to find the average projected area of a patch at a given
distance, statistical models of the parameters o, ¢, and 6 have to
be generated. This statistical model gives rise to a means of
characterizing the terrain roughness.

TERRAIN ROUGHNESS MODEL

The terrain is composed of square patches (of side h) each with an
angle © to the vertical, an angle ¢ to the vertical plane

containing the patch and the observer, and height & below the observer
(Figure E-1). Note that © denotes whether a patch is tilted and ¢




getemines whether it is tiltea towaro or away from the observer. The
following assumptions can be mage about the distribution of 2, ¢
and & over the entire FOV:

0 9, ¢ and & are independent random variables

Q 9, ¢ and & are stationmary processes in the FOV; that is,
the aistribution of the parameters is not a function of the
location

It can be further assumed that ¢ is uniformly distributed between O
ana 2n. This means it is equally likely that the observer is

looking at a patch from any direction of the compass. The
aistribution of 9, the tilt of a patch to the vertical, need not be
completely specified. It is completely characterized for purposes of
this analysis by its mean value Op. Finally, & is assumed to be a
normal ranaom variable with mean m& and standard deviation c&.

mZ% and 0Z are measured over the significant region of the FOV.

The terrain roughness is then completely characterized by a,, the
average slope of a patch, and 0 &, the standard deviation of the
patch elevations over a small area. Figures E-2 through E-5 provide
empirical data showing the distribution of tilts and altitudes of
representative terrain.

THE AVERAGE AREA OF A PATCH AT DISTANCE X

From the terrain roughness model, the average area of a patch in
Equation (E-4) is computed by integrating over the distributions of
0, ¢, and & . Since these parameters are assumed to be
independent, the order of integration is immaterial.

The result in Equation (E-4) is first averaged over all possible
orientations of the observer with respect to the patch. Since each
orientation ¢ is equally likely, the probability density of ¢ is:
L 0« @ < 27

n (E-5)
0 elsewhere

Since the "back" of a patch must be subdivideo if it is visible,
negative areas (of a patch facing away from observer) should be
counted as positive areas. Therefore, the average over ¢ should be

written:
2
E, f[area] = Dz—EEC’ + 0O cos <b:l (E-6)
¢ n n

where | « | denotes absolute value and E [ ] denotes expected value or
average.
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NGLe Chal &5 o varies fuum O to 7, Cos b takes on values Trom
Cetween +1 anhu -1. Tnerefore, the above quantity is ogifficult to
evaluale in CLGSEG form uniess tne specific value of &/n is known.
LNSleat, SChwartz's lneguallly gives:

< Z
.. - ya N _=
c, Lareal __-7; [}7T4 + E® [b cos ai] (E-7)

whlch glves an upper uouna {(conservative estimate) on the area.

I . /%
NOW 9 E, LCOS 0J = 0 » = Cos 0 G & (E-8)
W -n/r
= £
=20
2 z - 5
hence : Eo Lareaj = t%;-l & D? d % o%(rag ) (E-9)
n n

Since this equation is linear in O, averaging over all possible ©
ana assuming @ has a mean value of Op gives:

< 2
E, Larea] = L h, . 2 ) (raoz) = A (E-10)
o) % zn Tom
Note that the first term in the above equation corresponas to the fiat
carth case. The secona term moaifies the result for a rough terrain. 1

UISTRIBUTION OF PATCH PROJECTED AREAS

equation (E-10) gave the average projectea area of a patch at &
aistance n anu relative heignt £ from the sensor. To compute the 3
total projecteo area at the screen aue to all the patches in the FOv, '
the oistribution of the patch distances must be cetermined; that is,
how many patches are at a given aistance from the observer. The
nunoer of patches in the strip on at a vistance n 1s given by:

p(n)dn = 95 b, dn (E-11)
h
The totai projected area is obtainea by integrating (E-10) anc (E-11) |

over the near ana far aistances in the FOV, that is:
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2.

<
A, L., = S A(n)p(nlan
17 2
1
12 z ]
2 H
= E{f T by + 3 @m -
1
2. -1
Z 1 2
= U} + =0 v, Ln
H 2122 T 'm H

gecause 2, >> %], Equation (E-1¢) can oe written as:

%z
@m wH Ln EI

ENLNS

EZ

2
(rad®)
Y

(E-12)

(E-13)

Tne projecteu area is, of course, a function of the near aistance

., (the uistance to the bottom of tne FOV).

The worst case is

wnen tne norizon 1s at the top of the screen, as shown in Figure E-6.
Tren the vertical field of view uetermines 2, becsuse from Figure

£-6, Yy = 5/9,1.

]

Figure E-é6.

Imaging geometry for the worst case.
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Tnen £quation (E-13) pecomes:

. ®m QZ
A = 'yv wH i+ . 1)_ *Ln r (E-i4)
v 1

Assuming an n x n element raster over tne FUV (Y, °* y), tne
alea 1n numocer of raster elements 1s given Dy:

. . < 2.
A=n“il+ = - E?' . L4EE£) (E-15)
v 1
£Equation (E-15) explicitly snhows tne total projectea area for a rough terrain
wnen tne entire FUV is covereo witn the grouna patches. In tne flat earth
case, it 1s obvious that A = n<4, which is intuitively correct. Wwith rough
terrain 8y > 0), because of hiauen surfaces more tnan one point on the
glouna maps to the same point on the screen. This is the reason why tne total
projecteu area can oe gleater tnan n raster elements. To see now rougn
terrain affects tne quantity in Equation (E-15), assume 2 = 500m,
2; = 20 km, ana a verticai FOV ¢y = 30°. Taole E-1 snows the total
projecteu area as a function of Op» the roughness parameter.

EXIN

Tacle E-1 shows that for ©p = 15 (extremely rough mountain terrain) the
total projectea area is 2.27 times the corresponaing result for tne fiat earth
case pecause of higaen surfaces.

TABLE E-1. AREA VS 6

o° A/n?

0 1

2 1.16

5 1.39

7.5 1.59
10 1.78 @
12 1.94 i
15 2.27 ‘
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NUeper UF SUbOIVISIONS

hole thal the projectec area A = n<(2.27) is a woISt case in Ttwo
says. First, 9m = 15%, which is quite rough. Secona, the
screen top euge is set to coincige with the horizon. This ensures
that the projectea scene contains no sky (tne sky is not subaivicea)
uut that the orientation is as nearly horizontal as possible, to
maximize the numoer of hicuen surfaces.

Empirical tests of the number of four-way suboivisions required per
unit area of a typical projectea patch cemonstratec that there were
(on tne average) 0.75 subgivisions per unit area. This number
wnciuges all levels of subaivisions for a patch.

Thus, the total number of subcivisions is 0.75 x z.27 n€ = 1.7 x
10%/f rame.

Note that each suvaivision proauces four subpatches, so that each
frame we must deal with approximately 4 x 1.7 x 10° = 6.8 x 10
subpatches.







